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Abstract 
Within the debate on shaping future clinical services, where different 
robotics and artificial intelligence (AI) based technologies are 
integrated to perform tasks, the authors take the chance to provide 
an interdisciplinary analysis required to validate a tool aiming at 
supporting the melanoma cancer diagnosis. In particular, they focus 
on the ethical-legal and technical requirements needed to address the 
Assessment List on Trustworthy AI (ALTAI), highlighting some pros 
and cons of the adopted self-assessment checklist. The dialogue 
stimulates additionally remarks on the EU regulatory initiatives on AI 
in the healthcare systems.
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Disclaimer
The views expressed in this article are those of the author(s). 
Publication in Open Research Europe does not imply  
endorsement of the European Commission.

Plain language summary
The development of AI-based technologies for healthcare  
services represents a new frontier of the current innova-
tion process. In order to ensure the highest protection and 
enhancement of individual and collective fundamental rights,  
ethical-legal requirements shall be addressed by design.

Introduction
In the last year, the EU accelerated the legislative process on  
artificial intelligence (AI).

In July 2020, the High-Level Expert Group on Artificial Intel-
ligence (AI HLEG) presented the final Assessment List for  
Trustworthy Artificial Intelligence (ALTAI)1. While, in Octo-
ber 2020, the European Parliament adopted a “Provisional text 
on the Framework of ethical aspects of artificial intelligence,  
robotics and related technologies”, where the risk-based approach 
is confirmed as main strategy for the further AI legislative ini-
tiatives that the EU Commission is working on (hereinafter  
“Provisional Resolution”)2. On April 21st 2021 both a Pro-
posal for AI Regulation and a Proposal for Machinery Products 
Regulation were published3. At the end of November 2021, the 
Presidency of the Council of the European Union published 
some amendments to be included in the current Proposal of AI  
Regulation.

The common core of these initiatives refers to the adoption 
of a risk-based approach towards fundamental rights protec-
tion. In particular, to assess risks and implement corresponding  
mitigation actions will help to identify specific roles and 
responsibilities in each step of the design of a given technol-
ogy. This is true especially in the healthcare sector, where  
innovative technologies are impacting on vulnerable subjects. 
From this perspective, a deep analysis of the ALTAI method-
ology and structure becomes crucial to address in a respon-
sible and proactive way the current compliance challenges 
for those who develop AI-based systems to shape the future  
healthcare facilities and services4.

ALTAI consists of a series of questions that may steer5 the 
AI designers (rectius the AI-controller, or developers accord-
ing to the mentioned Provisional Resolution) towards a multi-
disciplinary evaluation path aimed at addressing the seven  
ethical-legal-safety compliance challenges emerging by the 
Guidelines on Trustworthy AI, adopted by the EU Commis-
sion in April 20196, and considered as the state-of-the-art of  
such an assessment in the AI Proposal of Regulation.

According to them, an AI system becomes trustworthy when it 
is lawful (i.e., compliant with the applicable legal framework), 
ethical (i.e., compliant with the applicable ethical framework)  
and robust (i.e., compliant with the applicable safety standards).  

The interplay between these three pillars7 is determined by  
the following seven grounds8.

1.	� Human Agency and Oversight: it includes both the 
ethical and the legal dimension as it refers to fun-
damental rights protection aimed at maintaining the  
balance between human control and technical progress 
in terms of human agency and oversight. Human 
beings shall be protected both as individuals and 
groups, taking into account inclusiveness, fairness,  
non-discrimination and vulnerabilities protection as  
paramount interests.

2.	� Technical Robustness and Safety: it refers to the sys-
tem resilience to attacks and security, including 
fall back plans and the compliance with the high-
est levels of general safety, accuracy, reliability, and  
reproducibility.

3.	� Privacy and Data Governance: this profile estab-
lishes a bridge with the most effective compliance 
process by design and by default introduced for  
personal data processing by the EU Reg. n. 2016/679 
on General Data Protection Regulation (GDPR) aim-
ing at guaranteeing the respect for confidentiality,  
quality, and integrity of data.

4.	� Transparency: this is a principle established to guaran-
tee the traceability, explainability, communication of  
methods, goals, and results of the given AI system.

5.	� Diversity, Non-discrimination, and Fairness: this 
ground refers to the interdisciplinary safeguards to be 
implemented in order to avoid a misuse or an unfair 
use of AI in terms of bias, accessibility, and universal  
design.

6.	� Societal and Environmental Well-being: the AI  
system shall be put in the market as a sustainable solu-
tion under the environmental, social, and societal  
perspectives, considering the democratic values rooted  
within the EU framework.

7.	� Accountability: this is the main principle that enables 
the compliance process in terms of proactively respon-
sibilities allocation through a risk-based approach 
that includes auditability, minimization and reporting  
of negative impact, trade-offs, and redress.

In order to undertake the ALTAI checklist, a web-based tool 
that provides results in terms of level of compliance and list of 
recommendations has been developed. This could be followed  
by anyone who is responsible to design and develop an AI sys-
tem to confidentially perform a self-assessment. This prepara-
tory tool can be interpreted as a pilot for possible future obli-
gations on the topic, as the risk-based approach addressed 
through an impact assessment seems to be suggested by the  
above-mentioned EU Parliament Resolution as well.

In the following paragraphs, we will assess the ALTAI check-
list on possible design of AI-tools applied to healthcare,  
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considering the paramount role that the health-data debate has  
among the European strategy for data9 and the related invest-
ments to encourage the upscaling of cross-border exchange of 
health data and their re-use to improve the detection, diagnosis,  
and treatment of diseases.

In particular, we will provide some methodological remarks 
emerging from the application of the ALTAI to an AI-based tool 
developed through a Predictive, Preventive, Personalised, and  
Participatory (P4) cancer medicine approach, in order to con-
tribute to the debate from a bottom up and interdisciplinary per-
spective. In fact, within this empirical assessment, our efforts  
focused on both explaining the tool design from a scientific view-
point, covering engineering, ethical-legal, and medical aspects 
and on introducing technical and organizational enablers to 
allow the real participation of unexpert users in the prevention  
of specific pathologies.

According to the main digitalization challenge of healthcare, 
we addressed our remarks to boost outcomes personalization  
features – based on the user/patient ones – starting from the con-
tribution that high level datasets of users’/patients’ health-data  
could bring to the enhancement of the healthcare sector. Sen-
sitive health-data processing, indeed, plays a crucial role in 
the development and deployment of these specific tools, that  
impact both on patients as a vulnerable group, and on indi-
viduals. In the event that the AI-based technologies would sup-
port wrong evaluations or would provide non-compliant data  
management strategies, they could lead to misjudgements 
and adverse outcomes. Consequences might be envisaged 
not only in terms of physical harm for a given patient, but they  
could also affect the psychological dimension of a given 
patient/end-user. For this reason, our remarks deal with a fur-
ther challenge, as hereinafter we will refer to the so-called P5  
medicine10, including additionally “Psycho-cognitive” aspects 
arising from the commented technologies to the Predictive, 
Preventive, Personalised, and Participatory ones addressed in  
P4 medicine.

In this paper, therefore, we will deal with common issues –  
ranging from ethical-legal to technical ones – to properly address 
the compliance activities related to the technical, as well as  
ethical-legal, challenges emerging in the context of AI-based 
tools development for the implementation of an effective P5 
medicine. At the same time, we will suggest possible solutions to 
cover gaps emerging from the available ethical-legal assessment  
tools.

Preliminary activities to perform a responsible 
ALTAI.
ALTAI is a method to drive the self-assessment of the trust-
worthiness of a given AI-based technology and it is based  
on 63 questions divided into the above-illustrated seven key 
requirements. Interdisciplinary expertise is required to answer 
all questions. A closed yes/no answer is not sufficient, in fact,  
to perform the analysis and achieve a conscious and reso-
lute opinion about the level of trustworthiness of the designed  
tool11.

For example, the first block of questions (Q1–Q6.2) is focused 
on assessing the impact of the designed application on funda-
mental rights. Therefore, a deep knowledge of what is meant  
by fundamental rights protection and how to assess the cor-
responding impact shall be introduced in the evaluation  
workflow12. Furthermore, to properly answer the second block 
(Q7–Q18.5), a deep knowledge of cybersecurity and safety 
standards is required as, again, yes/no answers are not sufficient  
to the whole trustworthy evaluation process. In particular, the 
AI-designer shall justify the reasons that caused them to choose 
a given technical measure as well as to implement a specific 
safeguard over a different one under several grounds, including  
human safety, animal protection, environment, security, and 
misuse. Within the same context, the designer is required to 
identify a “fallback plan” aimed at ensuring the maintenance 
of an acceptable level of risk if something goes wrong. Those  
evaluations are functional also in a prognostic perspective to 
answer questions included in the sixth block (Q49–Q53), related 
to societal and environmental wellbeing13. Therefore, the trust-
worthiness combines the need to prevent harms as well as the 
need to address the current multi-faced challenges of societal  
empowerment14.

The third block (Q19–Q29.3) recalls the GDPR compliance15: 
the results of the data protection assessment performed under  
article 35 GDPR for the given personal data processing shall be 
confirmed within the more comprehensive framework of the 
AI-based system. In this context, the data protection officer’s  
(DPO) involvement is not only suggested, but also an organiza-
tional measure to be assessed in order to reach the trustworthy 
standard of the developed ecosystem. As a preliminary activ-
ity, the AI designer/developer has to verify whether or not a  
data protection officer and/or a privacy expert shall be con-
sulted and appointed. This profile is strongly connected with the 
first block as the impact on the other fundamental rights reason-
ably stands in a cause-effect relationship with the protection of 
the confidentiality, availability, and integrity of personal data.  
For instance, a data breach concerning an AI-application for 
patients could also infringe on their health, private life, dignity, 
etc., but it could also identify possible grounds of discrimination 
according to the end users’ vulnerability. This last profile on fair-
ness is addressed by the fifth block (Q41–Q48) of the check-list  
assessment.

The fourth block (Q30–Q40.2) on transparency consists of a 
series of questions related to the development of each AI-based  
system, considering it as the result of a series of human deci-
sions taken by the AI controller. In a binding legal framework 
that defines roles and responsibilities, he/she may assume  
the role of AI-controller, similarly to the data controller as defined 
by article 5 GDPR16. AI-based systems, in fact, firstly include 
the identification of methods for data acquisition regarding the  
function/algorithm that must be applied to a previously deter-
mined dataset. Secondly, the AI-controller shall define what tasks 
shall the AI perform (the so-called required actions) as well as 
the final purposes (goals) of the automated decision making/ 
reasoning activities.
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The last block (Q54–Q63) will assess the overall level of 
accountability of the process, suggesting the implementation of 
organizational measures aimed at monitoring the process and  
also providing solutions in case of issues.

A first step to be performed by the AI controller/developer is 
to engage an interdisciplinary team aimed at strengthening  
a dialogue and share best practices for the ALTAI purposes.  
Furthermore, an independent advisor might support the assess-
ment in order to interpret notions and corresponding adjec-
tives (e.g., what is meant for “meaningful interactions and 
appropriate human oversight and control” in Question n. 4, “an  
adequate working definition of fairness” in Question n. 44, “wide  
range of individual preferences” in Question n. 45).

Secondly, the identified specific parameters and standards shall 
drive the overall assessment and provide a robust and coher-
ent internal framework of reference. This is true also for  
non-technical requirements, whose harmonized application 
shall emerge from the individual answers given to each block. 
For instance, if we identify a ground of vulnerability in respect  
to the impact on fundamental rights, the same analysis shall 
be reproduced within the assessment of fairness as well as  
within the governance-related issues and social impact ones17.

Once the technical and organizational measures to reach the  
acceptable level of trustworthiness of the AI-ecosystem have 
been implemented, a continuous evaluation system shall be 
maintained in order to ensure upgrades both in terms of per-
formance and enhancement of fundamental rights. To this end,  
proper mechanisms of check and balance could be introduced 
within codes of conduct, encouraged by article 40 GDPR for 
personal data processing. They currently provide a compli-
ance support for small and medium enterprises, addressing 
common issues and challenges in terms of self-regulation and 
best practices not only for personal data processing, but for the  
development of AI-based systems as well18.

These preliminary remarks shall orient the AI-control-
ler/developer towards a legally attentive design of the given  
application.

In the following paragraphs, we will present the results of a  
discussion between an interdisciplinary group, including  
scholars in law, biomedical engineering, and computer science, 
on how to develop a trustworthy AI-based tool aimed at early  
detection of melanoma skin cancer.

The digitalization of the healthcare services, in fact, is boosted 
where existing data flows can be re-usable to train (such as 
in the case study we will address below) an algorithm that  
could process information in order to predict a decision. These 
tools shall be enabled within a robust data governance ecosys-
tem aimed at providing the predictive healthcare service and, at  
the same time, ensuring the exercise of end-users’ rights. Data 
collection, processing, and storage shall, therefore, allow mecha-
nisms of re-training of the algorithms, while providing a specific 

prediction/decision making result for the user/users. The  
interoperability for data formats and the enhancement of data 
security shall be combined with acceptable levels of pseudo-
nymisation and anonymisation for the training, as well as on the  
linking and de-linking of records for the given query.

These remarks become crucial to enable innovative solutions  
and care delivery, including the opportunity for patients to  
control and administer care themselves. Considering that the 
P5 medicine includes keywords such as participative, preven-
tive and personalised, highlighting how the participation of the  
patient is paramount to preventing adverse outcomes in  
pathologies’ development, our aim is to assess the ALTAI while 
assessing a given technology in a mutual exchange of technical 
and organizational good practices. Under the purpose to over-
come possible practical issues emerging from this innovative  
mechanism of assessment and, at the same time, to properly 
address the ethical-legal compliance in R&D&I (Research, 
Development, and Innovation) sectors, we will highlight weak-
nesses and strengthens of the proposed structured evaluation  
system19.

Building up a trustworthy AI-based tool for P5 
medicine.
Our analysis starts from the need to develop an ethical-
legal by design and by default AI-based tool to support the  
early-detection of melanomas.

Melanoma has the highest mortality rate among skin cancers20,  
and it can grow from the early stage (called melanoma in situ) 
to the latest stage (metastatic melanoma) in a period ranging 
from 8 to 12 months21. An early diagnosis is essential to improve  
the survival rate22 and reduce treatments costs23. Since this 
pathology appears on the skin surface, it can be detected by  
monitoring changes of the skin itself. This condition has pecu-
liar morphological attributes, and an expert clinician is needed 
to make a diagnosis. Nevertheless, melanoma lesions are not  
easy to detect in its early stage when these lesions present bor-
derline features, even to an expert eye24. AI technology may 
aid clinicians in the melanoma diagnosis, especially in its 
earlier stage. The use of the smartphone, that has become a  
large-scale deployable tool, paired with this kind of technology 
may enable a common user to take an active and participative  
role in skin cancer prevention.

As anticipated, despite the internal allocation of technical 
tasks, the AI-controller/developer shall identify a series of roles 
aimed at giving advice and being responsible for some specific  
tasks within the ALTAI context.

The first preliminary issue is the allocation of human 
resources in the design process. From a law and policy making  
perspective, indeed, incentive mechanisms need to be identi-
fied in order to overcome the lack of effectiveness of a (still) 
unbinding approach. In this regard, the GDPR legislative model 
seems particularly effective, as it includes a series of binding  
obligations framed within a structured illustration of principles, 
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roles, and enforcing tools. In addition, a frame of optional 
mechanisms and safeguards that each legal system may decide  
to regulate or not.

The second transversal issue is related to establishment of a 
multi-level governance system. This is functional to identify 
a monitoring process and coordinate the engagement of the  
previously identified roles.

In the analysed P5 medicine tool, a technical board that 
includes medical doctors, biomedical engineers, software engi-
neers, data protection and ethics experts shall be established to  
interpret the different interdisciplinary key requirements that 
the ALTAI assessment provides. This technical board shall 
be able to raise issues and identify solutions in light of a gen-
eral mutual purpose to co-create a new technology enhancing  
fundamental rights protection. Such a technical board could 
also host different experts when seeking external advice as well 
as including stakeholders and end-users’ opinions to assess  
different solutions.

Furthermore, the multilevel governance shall comply with the 
applicable legal framework that means for example that the 
GDPR governance in terms of appointment of joint controllers  
and data processors shall be structured according to the secu-
rity governance determined by the specific standards followed 
by the developer. In addition, further engagements are envis-
aged by each block of questions. This may contribute to shared 
responsibilities and to prove the overall accountability within  
the process.

The framework becomes more complex in the case of  
public/private stakeholders as well as in the case of cross-border  
relationships between the identified players since the national 
compliance process may present some gaps/overlapping  
profiles. In this regard, the possible legislative misalignment  
shall be addressed and covered during the assessment by  
specific agreements between the involved parties.

The third step is end-users centred. In fact, compliance activities  
shall deal with the main features that characterise those  
persons or groups of persons whose data are processed (i.e., the  
data subjects under the GDPR) and those who are the address-
ees of the prediction/automated decision-making process. The 
two categories might sometimes overlap, but they usually do 
not. The ALTAI process shall deal with all possible end-users  
both to protect and enhance their rights. To this end, the techni-
cal board shall be open to collect feedback as well to include a 
validation step with end-users to collect feedback not only on 
the technical level related to the automated decision-making,  
but also on its usability. In fact, in our example an AI-based 
tool will be addressed both to clinicians and patients with  
evident differences in terms of awareness, risks, benefits, and  
impact on corresponding rights. For instance, health protection  
will be assessed in terms of individual fundamental rights 
for each patient and in the collective dimension as far as the  
clinicians are concerned. At the same time, the supportive role 
of the AI shall be properly addressed in order to do not make the 

human decision too overconfident or, on the contrary, causing  
replacement distress among professionals.

Once these profiles have been addressed as priorities by the  
AI-controller/developer, the ALTAI might be filled.

ALTAI gaps and strengths
Questions developed within the ALTAI checklist have been 
interpreted to design an AI-based tool aimed at detecting 
melanoma early by a decision-making system that processes  
images, in order to highlight gaps and strengths of the checklist.

Table 1 below shows the results of the ALTAI analysis and  
possible comments that may either address good practices or  
issues

Table 1 summarizes those answers provided during an ALTAI 
session aiming at evaluating the level of trustworthiness of 
a given technology in order to discuss possible technical  
and organizational measures to be implemented in an AI-based 
tool to reach an acceptable level of trustworthiness. A possi-
ble limit of the self-assessment approach consists of the fact  
that AI controllers/developers may encounter difficulties in 
explaining, in plain language, how a given tool works and its 
consequent functionalities47. This is particularly evident in the 
case of code interpretation, even between AI developers, but also 
confirmed for different domain experts. This test of the ALTAI  
checklist constitutes a unique exercise of semantic alignment, 
awareness development, and interdisciplinary training, strongly 
impacting on possible standardization of skills and competence 
involved in the AI compliance processes.

As shown in the “comments” column of the table, the check-
list becomes a very useful tool for self-assessment only if it  
is accompanied by a series of good practices aimed at:

i)	� developing a common syllabus useful to align com-
petences and skills among the different experts  
involved in the assessment;

ii)	� tailoring the core of analysis to the specific sectors 
where the AI-ecosystem shall be performed (e.g., health  
sector, workplace, mobility);

iii)	� addressing specific actions to firstly identify individ-
ual and group vulnerabilities, and then to overcome  
the relative barriers;

iv)	� addressing specific actions to pursue the mitigation 
actions beyond the development step in order to trans-
fer to the market context the trustworthy knowledge 
and know-how developed during the assessment;  
and

v)	� the technical board is updated to the highest stand-
ards applicable to the given sector/market where the  
AI-tool is placed.

In addition, the self-assessment approach shall be promoted 
through policy-making incentives in order to ensure its application  
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 b

ee
n 

im
pl

em
en

te
d 

to
 a

ss
es

s 
th

e 
al

go
rit

hm
 

pe
rfo

rm
an

ce
. C

od
e 

sh
al

l b
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 c
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 d
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 p

ro
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l b
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l b
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 c
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ra
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f p
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 d
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l b
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.
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 d
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 p
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 c
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 m
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 d
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 d
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.
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 c
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 o
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 c
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 p
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 d
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ra
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 p
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l t
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r l
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 c
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 d
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 m
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 b
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pe

rie
nc

e 
pl

ay
s 

a 
cr

uc
ia

l r
ol

e 
in

 tr
us

tin
g 

an
 A

I-b
as

ed
 d

ec
isi

on
. 

N
on

-e
xp

er
t u

se
rs

 te
nd

 to
 fo

llo
w

 th
e 

re
su

lts
 o

ut
pu

t b
y 

th
e 

AI
 to

ol
. 

Th
is 

is 
al

so
 tr

ue
 fo

r c
lin

ici
an

s. 
In

de
ed

, i
t h

as
 b

ee
n 

sh
ow

n 
th

at
 

cli
ni

cia
ns

 w
ith

 th
e 

le
as

t e
xp

er
ie

nc
e 

fo
llo

w
 th

e 
AI

 to
ol

’s 
de

cis
io

ns
 if

 
it 

co
nt

ra
di

ct
ed

 th
ei

r i
ni

tia
l d

ia
gn

os
is,

 e
ve

n 
if 

th
ey

 w
er

e 
co

nfi
de

nt
. 

H
ow

ev
er

, f
au

lty
 A

I c
an

 m
isl

ea
d 

bo
th

 e
xp

er
ie

nc
ed

 a
nd

 u
ne

xp
er

ie
nc

ed
 

cli
ni

cia
ns

. T
hi

s 
is 

an
 a

sp
ec

t t
o 

co
ns

id
er

 w
he

n 
de

pl
oy

in
g 

th
es

e 
to

ol
s. 

Th
is 

co
ul

d 
be

 o
ve

rc
om

e 
pr

ov
id

in
g 

ad
di

tio
na

l f
ea

tu
re

s 
to

 th
e 

cli
ni

cia
n 

(e
.g

., 
fo

r t
he

 c
ur

re
nt

 a
pp

lic
at

io
n:

 a
sy

m
m

et
ry

 in
de

x,
 b

or
de

r i
rr

eg
ul

ar
ity

 
in

de
x)

 th
at

 c
an

 a
id

 th
ei

r fi
na

l d
ec

isi
on

.

Co
m

m
un

ica
tio

n
Th

e 
in

te
rfa

ce
 s

ha
ll 

be
 d

ev
el

op
ed

 in
 a

cc
or

da
nc

e 
w

ith
 th

e 
gi

ve
n 

ta
sk

 a
nd

 th
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also without mechanisms of enforcement. In this regard, the  
Provisional Resolution specifies that they could constitute “a 
good starting point but cannot ensure that developers, deployers  
and users act fairly and guarantee the effective protection of 
individuals” (Introduction, sub Z) and that in any cases, tech-
nology-neutral as well as specific standards shall be devel-
oped where appropriate. In particular, as far as artificial  
intelligence, robotics and related technologies are concerned, it 
suggests providing “mandatory compliance with legal obligations 
and ethical principles as laid down in the regulatory framework  
for AI” to be performed through “an impartial, regulated and 
external ex-ante assessment based on concrete and defined 
criteria” (sub 13). Research and innovation, therefore, are 
those key sectors where the ALTAI checklist – or other impact  
assessment methodologies – could find application.

In this context, the illustrated steps will be included in every 
AI-related project life cycle by design, becoming a signifi-
cant component of the research integrity and reproducibility  
within the scientific methodology48.

New regulatory challenges for AI in the healthcare 
system
In this paper, we provided an assessment of the ALTAI check-
list considering the possible issues emerging while providing 
the evaluation for an AI-based tool applied to cancer medicine  
and, specifically, to early detection of melanoma skin cancer.

Firstly, the interdisciplinary approach that characterized the  
development of the checklist shall be applied also in the execu-
tive phase and maintained in the entre life cycle of the tech-
nology development. The methodological outcome of the  
analysis is needed both to interpret and then to accomplish to the 
technical and organizational measures to be implemented as a  
consequence of the risk-based analysis.

Secondly, considering that the above-mentioned Provisional 
Resolution identifies, as high risk ones, the applications 
whose “development, deployment and use entail a significant  
risk of causing injury or harm to individuals or society, in 
breach of fundamental rights and safety rules as laid down in 
Union law” (Provisional Resolution sub 14), the role of AI-based  
systems in P5 medicine shall require the inclusion of standard-
ized notions, tailored risks, and mechanisms to ensure either 
the coherence among the sectorial legislative frameworks or 
the opportunity to re-assess their impact any time the scientific  
progress could affect one of their fields of application.

Thirdly, the frontiers of P5 medicine are significantly affected 
by the ongoing debate on the regulatory framework for AI and  
Machinery Products. The opportunity to get access to health 

data and to re-use them for algorithms training purposes, as 
well as to provide further information on a given patient, is  
crucial for innovation in terms of effectiveness and sustain-
ability of the developed solutions. In addition, the chance to 
manage health data despite the means, time, and site of their  
collection is a strategy that could enhance the competitive-
ness of the related industrial sector and, at the same time, could 
promote inclusiveness and awareness among citizens. In addi-
tion, according to the Machinery Products Proposal, software  
ensuring safety functions of machinery based on artificial  
intelligence are per se classified as “a high-risk machin-
ery product due to the characteristics of artificial intelligence 
such as data dependency, opacity, autonomy and connectivity, 
which might increase very much the probability and severity of  
harm”, therefore such an assessment shall be included also for 
those components that are assembled together with the P5 tool. 
This will open a series of issues related to the cost-effective-
ness and machinery-accident analysis under article 5 of the  
mentioned Proposal.

From this perspective, the new regulatory framework on AI 
shall provide specific instructions on how to develop per se  
compliant hosting infrastructures and it shall address the proper 
consistency mechanisms to ensure that any data process-
ing and any component of the tool could be mapped, assessed,  
and enabled for pre-determined purposes.

Thus, to promote a system of certification could represent a 
valuable solution to balance the need of procedures stand-
ardization, monitoring, and control of the level of compliance.  
Moreover, a multilevel system of enforcement, based on the 
accountability principle, and then on liability, could facilitate 
the establishment of a fruitful dialogue between developers and 
users, aiming at consolidating trust and awareness among citi-
zens and stakeholders towards such a technological, ethical-legal  
revolution that AI brought in our society.

In this context, the case study provided in this paper consti-
tutes a concrete example of the complexity of the interdisci-
plinary synergies that the developers and innovators shall deal 
with during the current transitional times determined by the 
regulatory, compliance, and standardization processes. It also 
highlights the variety of opportunities that AI-based technolo-
gies could offer to shape advanced human-centric healthcare  
services.

Data availability
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This paper provides an interdisciplinary analysis to validate an AI-based tool aiming at supporting 
the melanoma cancer diagnosis. The authors adopt technical, ethical, medical and legal 
perspectives.  
 
This paper briefly reports the EU initiatives on AI in the introduction and then describes and 
analyses the ALTAI checklist method to assess the trustworthiness of a given AI-based technology 
with a particular focus in the healthcare domain.  
 
This study makes a major contribution to research on gaps and strengths of the ALTAI checklist in 
the P5 medicine context. The table and the comments there included are very useful to compare 
different aspects to be taken into account.  
 
Here my few comments from a legal point of view:

As regards to the GDPR framework that has been quoted in various parts of the paper, I 
would suggest the authors to explicity highlight the data protection by design approach 
that has an important impact on the development of the AI technology and on the 
governace level, even in the hospital context. It might be underlined the complexity to 
implement both technical and organisational measures and evaluate them during the 
checklist assessment in the data protection phase. 
 

○

I would suggest the authors include also some (very brief) reference to the medical revice 
regulation that may apply to AI-based tools when used for medical purposes (e.g. diagnosis, 
prevention, monitoring, prediction, prognosis, treatment or alleviation of a disease); in fact, 
these tools shall be tested in clinical trials and eventually certified according the risks. This 
task is preliminary to the use of the tool. The AI Act Proposal refers to the MD Regulations 
explicitly as key parts of the legislative framework legislation. The authors refer to the 
machinery products proposal in the conclusion, but the MD assessment is important too. 
Even if it is not directly included in the ALTAI checklist, it is an important compliance task for 
hospitals. 

○
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As regards to the comments column in the Table 1, "fundamental rights" line, I would 
suggest the authors include an information duty not only in the terms and conditions of the 
service, but also in the information notice for the medical treatment that should be detailed 
and very user-friendly to ensure a specific and informed consent of the patient while 
involved in the use of AI-based tools. 

○

 
The paper is well-written and makes and important contribution to the field.
 
Is the rationale for the Open Letter provided in sufficient detail? (Please consider whether 
existing challenges in the field are outlined clearly and whether the purpose of the letter is 
explained)
Yes

Does the article adequately reference differing views and opinions?
Yes

Are all factual statements correct, and are statements and arguments made adequately 
supported by citations?
Yes

Is the Open Letter written in accessible language? (Please consider whether all subject-
specific terms, concepts and abbreviations are explained)
Yes

Where applicable, are recommendations and next steps explained clearly for others to 
follow? (Please consider whether others in the research community would be able to 
implement guidelines or recommendations and/or constructively engage in the debate)
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Gabriele Tolomei   
Sapienza University of Rome, Rome, Italy 

This paper validates the ethical-legal and technical requirements promoted by the Assessment List 
on Trustworthy AI (ALTAI) on an AI-based tool for supporting physicians in the early detection of 
melanoma skin cancer. Indeed, the healthcare domain is often considered the standard scenario 
when it comes to motivating the need for a trustworthy AI. 
 
The authors provide an in-depth assessment of the ALTAI checklist, indicating what strategies to 
implement for satisfying each requirement, along with their possible implications. 
 
Below, are my comments:

The analysis conducted on this work assumes the AI-based tool is trained according to the 
classical machine learning approach, where possibly user private training data are firstly 
gathered and collected by a centralized server and therein processed. However, a new, 
distributed learning paradigm - called federated learning (FL) has recently emerged. I would 
suggest the authors indicate also this approach as one of the possible strategies to mitigate 
data privacy issues, which may be severe, especially in the healthcare domain. 
 

1. 

As far as I understand, the interdisciplinary approach proposed to validate the ALTAI 
checklist should be applied for the entire life cycle of the AI-based tool. I wonder, however, 
what the impact would be of such an effort on the feasibility of this solution.

2. 

 
The paper is generally well-written and easy to read, although some paragraphs would sound 
clearer if properly shortened. I have also spotted the following typos/errors:

in order to do not make -> in order not to make○

since it can worsen when adding to many constraint -> since it can worsen when adding too 
many constraints

○

a few "i.e.," and "e.g.," occurrences are boldfaced in the Table (also, a comma is missing 
after one of the "e.g." occurrences).

○

 
Is the rationale for the Open Letter provided in sufficient detail? (Please consider whether 
existing challenges in the field are outlined clearly and whether the purpose of the letter is 
explained)
Yes

Does the article adequately reference differing views and opinions?
Yes

Are all factual statements correct, and are statements and arguments made adequately 
supported by citations?
Yes

Is the Open Letter written in accessible language? (Please consider whether all subject-
specific terms, concepts and abbreviations are explained)
Yes
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Where applicable, are recommendations and next steps explained clearly for others to 
follow? (Please consider whether others in the research community would be able to 
implement guidelines or recommendations and/or constructively engage in the debate)
Yes
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