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Abstract—The use of Unmanned Aerial Vehicles (UAVs) to pro-
vide cellular communication in rural areas, disaster-hit regions,
or during temporary events is gaining increasing attention due to
its flexible deployment and energy efficiency compared to fixed
terrestrial infrastructures. However, UAVs experience significant
challenges such as the limited wireless connectivity provided
by Ka-band frequency, and their flying time is constrained by
the energy consumed during the data transmission and the
complexity of the Baseband Unit (BBU) implementation. Using
different lower layer functional split options (e.g., 7-1, 7-2, 7-
2x, and 7-3), this paper provides a theoretical and simulation
analysis of the 5G New Radio (NR) physical layer specifications
to achieve a fronthaul bandwidth that can be supported by the
Ka-band. These functional split options are then compared in
terms of fronthaul bandwidth, theoretical throughput, connection
density, number of functions deployed at the UAYV, and the energy
consumption of the fronthaul transmission to determine which
functional split option is better suited for a multi-layered Non-
Terrestrial Network (NTN).

Index Terms—Non-terrestrial network, unmanned aerial vehi-
cle, wireless communications, 5G new radio.

I. INTRODUCTION

Until the rise of 5G, Non-Terrestrial Networks (NTNs)
are generally provided by stand-alone satellites operating on
Low Earth Orbits (LEO), Medium Earth Orbits (MEO) or
Geostationary Earth Orbits (GEO), which mainly support
services like navigation, TV broadcasting, and meteorology.
With the evolution of 5G and beyond, NTNs are exploited to
improve the limited performance of 5G terrestrial networks
specifically in unserved/underserved areas, disaster hit regions
where the terrestrial networks are in outage, or in hotspot areas
where terrestrial infrastructures are overloaded [1], [2].

Satellites offer extremely large coverage regions and fa-
vorable line of sight connectivity, however, they also suffer
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from severe path loss (PL), long communication delays, and
expensive installations costs [3]. Thus, multilayered hierarchi-
cal NTNs, comprising of Satellites, Low Altitude Platforms
(LAPs), and High Altitude Platforms (HAPs) have been ex-
plored with the support of 5G New Radio (NR) to realize
a cost-effective solution to provide continuous, resilient and
ubiquitous wireless coverage, and enable network scalability
making them more suitable in future networks, and emergency
communications [4], [5].

Recently, the use of LAPs such as Unmanned Aerial
Vehicles (UAVs) to provide broadband wireless connectivity
on rural areas, during disasters or temporary events, and to
relay services for terrestrial mobile nodes has been gaining
increasing attention since they can be deployed on demand
making them more energy efficient compared to always-
on fixed terrestrial infrastructures [6]. However, significant
challenges arise when integrating UAV into a multi-layered
NTN because of its limited power supply.

The first concern is when running Baseband Unit (BBU)
functions in the UAV due to its complex implementation [7].
Increasing the complexity of functions deployed in the UAV
also increases its energy consumption, resulting to a shorter
flying time since UAVs are battery powered. To reduce the
computational complexity, lower layer functional splits are
considered (e.g., 7-1, 7-2, 7-2x and 7-3) where Radio Unit
(RU) functions are implemented in the UAV.

Another concern is that UAV should also support the
transmission and reception of data in the fronthaul interface
between UAV and the satellite which performs other 5G
BBU functions. 3GPP defined the fronthaul bandwidth and
latency requirements of different functional split options [8],
[9]. Using lower layer split, the fronthaul bandwidth in the



downlink direction is around 9.8Gbps for option 7-1, while
10.1Gbps for options 7-2, 7-2x and 7-3. To achieve this
bandwidth, operation in millimeter wave (mm-wave) is being
considered for an integrated nanosatellite-5G system [10] with
some configurations and trade-offs discussed in [11]. However,
there are still open challenges when using mm-wave, such as
channel modeling considering the impact of Doppler effect,
fading, and multipath components, which is challenging at
higher frequencies. Thus, this research will focus on using the
current satellite communication frequency bands (e.g., S-, and
Ka-band) and adjust the 5G physical layer specifications to
achieve a fronthaul bandwidth that can be supported by the S-
or Ka-band. Using satellite communication frequency bands,
which are the S-band at 2G Hz and the Ka-band at 20GH z,
multi-layered NTN have been evaluated in [2]. Based on their
results, more than 0.3Gbps in the former and 3Gbps in the
latter can be achieved when a GEO layer is assisted by HAPs
operating in the stratosphere. Thus, this research will focus
on the analysis of a multi-layered NTN using the Ka-band
frequency.

With the results obtained in [2], this research shows a
theoretical and simulation analysis on implementing a UAV
as RU in a multi-layered NTN. First, we evaluate and analyze
different physical layer specifications to achieve a fronthaul
bandwidth that can be supported by the Ka-band. Then, we
compare four different lower layer functional split options
(7-1, 7-2, 7-2x and 7-3) in terms of fronthaul bandwidth,
theoretical throughput, connection density, energy consump-
tion for fronthaul transmission, and the number of functions
implemented in the RU to determine which functional split
option can be considered in a multi-layered NTN scenario.

II. 5G NR ON NON-TERRESTRIAL NETWORK (NTN)

NTNs refer to segments of networks operating through
space or air vehicles to provide wireless communication.
As shown in Fig. 1, different types of NTN platforms are
considered:

o Geostationary Earth Orbits (GEO) satellites have a circu-
lar orbit on the Earth’s equatorial plane at an altitude of
35800km. GEO are continuously visible from terrestrial
terminals and can cover a very large geographical area.
However, they experience a very large propagation delay
and attenuation because of their high altitude from the
earth.

e Medium Earth Orbits (MEO) satellites have a circular
orbit around the Earth at an altitude between 7000km and
25000km. With their altitude lower than GEO, MEOs can
have better signal strength and lower propagation delay
compared to the GEO. However, they are non-stationary
and must operate in a constellation to maintain service
continuity.

o Low Earth Orbits (LEO) satellites have a circular orbit
around the Earth with varying altitude from 300km to
1500km. LEO satellites are also non-stationary and can
have better signal strength and lower propagation delay
than the GEO and the MEO. However, they can cover

a smaller geographical area compared to the GEO and
MEO.

o High Altitude Platforms (HAPs) like hot-air balloons or
airships are deployed in the stratosphere at an altitude of
around 20km. HAPs are considered to support a more
cost-effective services and flexible deployment than the
satellites.

o« Low Altitude Platforms (LAPs) like UAVs fly with
an altitude of around 100m. They provide significant
performance improvement compared to HAPs thanks to
their low altitude deployment and sort range line-of-sight
communication. They also allow a cheaper and faster
deployment than HAPs. UAVs on the other hand poses
power constraints due to a limited power supply.

GEO ~ 36000 km

MEO ~ 7000 km

LEO ~ 300 km

HAP ~ 20 km

UAV ~ 100 m

Fig. 1. Different types of non-terrestrial network stations.

Satellite communication offers some advantages to ground
user as they provide large coverage area, and line-of-sight
connectivity. However, they also suffer from severe path loss
and huge communication delays, which is critical in 5G NR.
To improve the performance of stand-alone satellite communi-
cations and provide better coverage, flexibility, and resilience,
multi-layered hierarchical networks have been proposed [12].

Multi-layered satellite networks are realized by integrat-
ing satellite and aerial networks, and are characterized by
a hierarchical structure [13]. In this scenario, the wireless
communication performance can be improved when comple-
menting satellite communication systems with aerial networks
like HAPs and LAPs. A recent study in [2] shows that
GEO-HAP-Earth multi-layered configuration can best bridge
satellite signals to the ground with 6z better capacity than a
point-to-point GEO transmission. In this research, we consider



having UAV on the aerial network to compliment with the
satellite network due to its cheap and fast deployment.

This paper focuses on the multi-layered heterogeneous
platforms where the Distributed Unit (DU) and Central Unit
(CU) functions are implemented in the satellite (GEO, MEO
or LEO), while RU functions are deployed in the UAV using
lower layer splits.
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Fig. 2. Multi-layered NTN overview.

Fig. 2 shows the overview of the multi-layered NTN where
the 5G core network is connected to the satellite through an
NTN gateway using the NG Satellite Radio Interface (SRI),
and the satellite is connected to the UAV via the fronthaul
interface.

III. PERFORMANCE PARAMETERS

Five different performance parameters are considered to
analyze the 5G NR support for a satellite-UAV multi-
layered NTN scenario, namely: fronthaul bandwidth, theoreti-
cal throughput, connection density, number of functions imple-
mented in the UAV, and the energy consumed in receiving the
fronthaul data in the downlink direction. This section describes
each of these parameters and discusses physical layer functions
that can be adjusted to support satellite-UAV communication,
and still provide a good Quality of Service (QoS).

A. Fronthaul Bandwidth

Fronthaul bandwidth is the data rate that can be transferred
between the RU and the DU. Based on [8], [14], the fronthaul
bandwidth for option 7-1 can be computed using:

FH:NSC*NSY*NAP*NBTW*2*1000+MAC (1)

while the fronthaul bandwidth for options 7-3, 7-2 and 7-2x
can be determined using the formula below:

FH:NSC*Nsy*NLA*NBTw*2*1000+MAC (2)

e Ngc - number of subcarriers of each OFDM symbol
¢ Ngy - number of OFDM symbols in a subframe
e N4 - number of layers

e N4p - number of antenna ports
e Nprw - IQ bitwidth
e MAC - MAC layer information

The number of subcarriers depends on the channel band-
width used for transmission, while the subcarrier spacing
determines the number of OFDM symbols in each subframe.
The IQ bitwidth is considered to have 16-bits, and the MAC
layer information is assumed to consume 121Mbps for 7-1,
and 713.9Mbps for 7-2, 7-2x, and 7-3 [14].

The fronthaul bandwidth reported in [9] (9.8Gbps for option
7-1, while 10.1Gbps for options 7-2, 7-2x and 7-3) is based
on a scenario using 100M Hz (3276 subcarriers and 28
OFDM symbols), 8 layers and 32 antenna ports, which can be
achievable when optical fiber is used in the fronthaul interface.
Since the transmission between the satellite and the UAV is
through a wireless channel, the required fronthaul bandwidth
in [9] is difficult to achieve due to the limited capacity of the
wireless technology currently used for satellite communication
(Ka-band). To achieve the fronthaul bandwidth that can be
supported by the Ka-band, physical layer specifications are
modified (e.g., Nsc, Nsy, NLA, and NAP).

Simulations using 5G toolbox is also done to measure
Physical Downlink Shared Channel (PDSCH) throughput of
a 5G NR link [15]. This simulation provides the effect of the
Signal-to-Noise Ratio (SNR), channel bandwidth, number of
layers, and number of antenna ports to the throughput of the
5G NR link.

B. Theoretical Throughput

The throughput is measured as the information that the
system can process in a given amount of time. According
to 3GPP [16], the maximum data rate for a given number
of aggregated carriers in a band or band combination can be
computed using:

J
Throughput(Mbps) = 10° % Z NiA * QI % fI % Rpan*
j=1
J J
NSCZ:ZNSY «(1— OHY)
(3)

e J - number of aggregated component carriers

e N4 - number of layers

e @y, - maximum modulation order

e [ - scaling factor where values can be taken from 0, 0.8,
0.75 or 0.4.

o Ryax - code rate = 948/1024

¢ Ngc - number of subcarriers of each OFDM symbol

¢ Ngy - number of OFDM symbols in a subframe

e TH - time duration of each subframe in seconds

o OH - overhead which takes the following values: [0.14]
for FR1 frequency range in DL;[0.18] for FR2 frequency
range in DL; [0.08] for FR1 frequency range in UL and,;
[0.10] for FR2 frequency range in UL



Based on the specifications achieved in Section III-A, we
can compute for the maximum cell throughput than can be
provided to the end users using the formula above.

C. Connection Density

Connection density refers to the average number of
user/devices that can be connected to the UAV. This can
be achieved by dividing the theoretical cell throughput to
the average user throughput. According to [17], the user
experience throughput in a Average Revenue per User (ARPU)
area is around 10M bps, and 50 M bps for rural areas. This will
be our basis for computing for the connection density in the
next section.

D. Number of Functions
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Fig. 3. Number of functions implemented in the RU using different lower
layer split options.

Since the flying time of UAV is crucial in this multi-layered
NTN platform, it is very important to determine the number
of functions deployed in the UAV since it is proportional to
its computational load and energy consumption. Fig. 3 shows
the functions that is implemented in the UAV using different
lower layer split options.

E. Energy Consumption (Fronthaul Connection)

The energy consumption of the data reception on the
fronthaul interface is measured in terms of energy per bit (Ej),
which is the signal power over the user bit rate, as shown in
Eqn. 4 below:

E, = Pr/Rp “4)

o E} - Energy per bit
e Pgr - Received Power
o« Rp - Bitrate

where the received power can be achieved using:

Pr = EIRP + Gr — Losses 4)

e EIRP - Equivalent Isotropic Radiated Power

e Gpg - Receiver gain

o Losses in the signal can be due to free space path loss
(FSPL), atmospheric loss (AL), and scintillation loss (SL)

Typical values of EIRP, G, and losses are defined in [5]
and [18] where EIRP = 66dBW , Gg = 35.3dBi, FSPL =
184.6dB, AL = 0.5dB, and SL = 0.3dB.

IV. RESULT

This section shows some theoretical and simulation results
on the key performance parameters discussed in Section III.
Some physical layer specifications are modified to achieve
the required data rate for multi-layered NTN in the Ka-
band, which is discussed in [2]. The aim is to achieve a
fronthaul bandwidth from 3 to 6Gbps and analyze its effect
on other parameters specifically on theoretical throughput
and connection density. After achieving the desired fronthaul
bandwidth, different lower layer functional split options (7-1,
7-2, 7-2x, 7-3) are compared to identify which split is best
suited for multi-layered NTN scenario.

A. Fronthaul Bandwidth
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Fig. 4. Fronthaul bandwidth with varying channel bandwidth, number of
layers, and number of antenna ports.

Fig. 4 shows the fronthaul bandwidth of different functional
split options with varying channel bandwidth, and number
of layers on FRI1 frequency range (10 to 100M Hz). As
shown in the figure, the fronthaul bandwidth increases with
the increasing channel bandwidth and the number of layers.

Since we are looking into the fronthaul bandwidth that
can possibly be supported by the Ka-band, a minimum and
maximum bandwidth limit is considered and PHY layer spec-
ifications are varied to achieve a fronthaul bandwidth within
this limit. In this case, we are specifically considering the
following physical layer specifications: 800 H z with 2 layers;
40M H z with 4 layers; and 20M H z with 8 layers.

Results achieved in Fig. 4 only show the fronthaul band-
width without considering the number of antenna ports used to
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Fig. 5. Throughput percentage of different physical layer implementation
with increasing SNR.

transmit to the end devices. The number of antenna ports also
affects the throughput and quality of communication between
UAV and end devices. To achieve the maximum throughput,
a combination of higher SNR, lower number of layers, higher
number of antennas should be considered.

To test the quality of transmission, simulations were done
using the 5G toolbox [15]. Fig. 5 shows the throughput per-
centage of different physical layer specifications with increas-
ing SNR. As shown in the figure, the throughput percentage
increases together with the number of antennas. It can also
be observed in the figure that a combination of a higher
channel bandwidth and lower number of layers can achieve
a higher throughput percentage (100% for 80M Hz and 2L A
at 40SNR) compared to specifications with lower channel
bandwidth and higher number of layers. Finally, it shows in the
figure that using 80M H z channel bandwidth with 2 layers and
8 antenna ports can achieve the most throughput percentage
even with a lower SNR.

Based from the graph achieved in Fig. 5, Fig. 6 shows the
fronthaul bandwidth with 20M H z and 8 layers, 40M H z and
4 layers, and 80M Hz and 2 layers while varying number of
antenna ports. Since the fronthaul bandwidth for options 7-
2, 7-2x, and 7-3 are not dependent on the number of antenna
ports, it can be shown that the fronthaul bandwidth is constant
while increasing the number of antenna ports. However, the
fronthaul bandwidth for option 7-1 doubles when doubling the
number of antenna ports, and the fronthaul bandwidth when
Nap > 2% Np 4 can’t be supported by the Ka-band.

B. Theoretical Throughput and Connection Density

This subsection shows the theoretical throughput to be
provided to the end devices. Fig. 7 shows the theoretical
throughput with varying channel bandwidth, number of layers,
and number of component carriers. Based on the fronthaul
bandwidth results from Section III-A, we can achieve a
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Fig. 6. Fronthaul bandwidth of 20MHz on 8 layers, 40MHz on 4 layers, and
80MHz on 2 layers with varying number of antenna ports.
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Fig. 7. Theoretical throughput with varying channel bandwidth and number
of layers.

maximum theoretical throughput of 0.91 — 0.93Gbps when
using 1 component carrier (CC1) while 1.81 — 1.86Gbps with
2 component carriers (CC2).

Considering a use case scenario in ARPU areas where the
average user throughput is 10Mbps, the multi-layered NTN
can support around 91 — 93 users with CCI and 181 — 186
users with CC2.

C. Overall Performance

This subsection shows which functional split option is
better suited for multi-layered NTN. Four physical layer split
options are being compared with regards to the performance
parameters discussed in Section III. Based on the results
achieved in Section IV-A, the comparison is based on the
following physical layer specifications:

o J=2
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o Qn = 256QAM
e Ngc = 217 with 30kH z subcarrier spacing (80M H z
Channel Bandwidth)

e« Npa=2

e N AP — 8

Fig. 8 shows the comparison of four different functional
split options in terms of fronthaul bandwidth, theoretical
throughput, connection density, energy per bit, and number
of functions implemented in the UAV. As shown in the figure,
all functional split options provide the same throughput and
connection density. However, option 7-1 requires more fron-
thaul bandwidth (18.79Gbps) to provide the same throughput
compared to the others (5.38Gbps). Since the fronthaul band-
width for option 7-1 is not support by the Ka-band frequency,
the transmission energy consumption is only measured for
options 7-2, 7-2x, and 7-3. Based on the equation provided
in Section III-E, the energy per bit consumed on the fronthaul
when using these split options is around Ej, = 739pJ/bit. As
for the number of functions that will be deployed in the UAYV,
it shows from Fig. 3 that option 7-1 has the least functions
while option 7-3 has the most functions to be deployed in the
UAV.

After comparing 4 physical layer functional split options, it
shows that using option 7 — 2z is the most optimal solution on
multi-layered NTN. It has the same results with option 7-2 and
7-3 in terms of fronthaul bandwidth, throughput, connection
density and energy consumption, but with lesser number of
functions in the UAV. Also, option 7-1 has a really high
fronthaul bandwidth that cannot be supported by the Ka-band
even if it has lesser number of functions in the UAV compared
to option 7-2x.

V. CONCLUSION AND FUTURE WORK

This paper analyzed the possibility of the SG NR support
for multi-layered NTN scenario. With the limited capacity of
wireless communication on NTN, theoretical and simulation
analysis are done to determine which physical layer specifica-
tions achieve a fronthaul bandwidth that can be supported by
the Ka-band frequency. Results shown that 5G NR physical

layer with 256() AM modulation, 80 M H z channel bandwidth
with 2 component carriers, 2 layers, and 8 antenna ports is the
most ideal specification for multi-layered NTN. Using these
specifications, we compared different functional split options
in the physical layer in terms of fronthaul bandwidth, through-
put, connections density, energy consumption and number
of functions implemented in the UAV. Unfortunately, the
fronthaul bandwidth provided by option 7-1 is too high and
cannot be supported by the Ka-band. Results also shown that
using option 7-2x for multi-layered NTN can achieve lesser
number of functions compared to option 7-2 and 7-3.

Future work includes analyzing the 5G NR support on
other satellite frequency bands (S-, C-, X-, and Ku band).
Also, considering a 7-2x functional split, an OpenCL-based
implementation of the Low-PHY in an FPGA System-on-Chip
(SOCs) to be deployed in the UAV will be also considered.
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