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We propose a realistic 3D positioning system for indoor navigation that exploits visible Light Emitting
Diodes (LEDs), placed on the ceiling. A unique frequency tone is assigned to each lamp and modulates
its intensity in periodic time slots. The Time Difference of Arrival (TDOA) is measured without the
need of a synchronization system between the sources and the receiver, then it is used to accurately
estimate the receiver position. We first describe the theoretical approach, then propose the model

MSC: and characterize the possible sources of noise. Finally, we demonstrate the proof-of-concept of the
00-01 proposed system by simulation of lightwave propagation. Namely, we assess its performance by using
99-00 Montecarlo simulations in a common room and estimate the impact of the different implementation

parameters on the accuracy of the proposed solution. We find that, in realistic conditions, the

Keywords: technique allows for centimeter precision. Pushing the device requirements, the precision can be
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further increased to a sub-centimeter accuracy.
© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Indoor positioning is attracting a growing interest for indoor
navigation and location awareness because of the well-known
limitations of the Global Position System (GPS) in indoor. Various
approaches were proposed and demonstrated for both communi-
cation and positioning using Radio Frequency (RF) waves, thanks
to their pervasive availability in indoor. Several researches of
indoor localization exploit WiFi [1,2], Radio-Frequency IDentifi-
cation (RFID) [3,4], Bluetooth [5,6], Ultra Wide Band (UWB) [7]
or other similar RF-based solutions. However, these techniques
provide a limited position accuracy. As an example, WiFi has an
accuracy of 1m to 7m and Bluetooth between 2m to 5m [8].
They also have constrains in all areas where RF cannot be used,
e.g. because of the Electro-Magnetic Interference (EMI).

Recently, an alternative indoor localization approach is emerg-
ing, which leverages on optical waves [8-12]. Lightwave-based
localization is based on visible or infrared waves and can be quite
more precise (0.01 m to 0.35 m). Moreover, Visible Light Position-
ing (VLP) has two key benefits, i.e. its synergy with illumination
and robustness to EMIL

Positioning systems can be classified by the technique or the
physical parameters that they exploit to obtain the position,
such as angle, distance, time, or signal strength. The various VLP
techniques include Angle of Arrival (AOA), Time of Arrival (TOA),
TDOA and Received Signal Strength Indication (RSSI) [13]. AOA
is the angle calculated relative to two or more reference points.
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The calculation of the angle is used to estimate the position of
the Transmitter (TX) [14]. Differently, TOA is a distance-based
technique. It measures the Time of Flight (TOF), i.e., the time
taken by the signal to arrive at the Receiver (RX) from a fixed
TX [15,16]. TOA uses the absolute time, hence it requires a precise
time synchronization between TX and RX. As the TOA, also the
TDOA is a distance-based technique: it determines the relative
position of a RX from the difference of time of arrival between
electromagnetic (EM) waves from multiple reference points, thus
involves multiple TXs [17-23]. Thus, the TDOA removes the strict
requirement to know when the signal was transmitted. A com-
pletely different technique is based on the RSSI: it measures the
power level of the received signal and uses it to estimate the
distance between TX and RX, knowing the optical emission profile
of the source [14,24-26]. The main drawback of this technique
is that the received signal is strongly affected by multipath and
shadowing, which are relevant in all usual environments. Beside
Photo-Diodes (PDs), a camera can also be used as receiver in a
VLP system. Given their characteristics, the camera can be seen as
an AOA sensor [27-30]. VLP systems exploiting all these different
techniques has been demonstrated in the past. Various surveys
presented a direct comparison between them in [8-10,31].

VLP based on TDOA technique is also been proposed in [32],
where the authors simulate a 2D position method exploiting local
oscillators both at TX and RX, phase-detectors and Hilbert trans-
forms. Although the results show a position detection with sub-
centimeter accuracy, no realistic characterization is presented:
the simulation was built out only with ideal parameters. More-
over, the system suffers from the harmonic distortions, since the
frequencies are integer multiples of a fundamental frequency.

1874-4907/© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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Fig. 1. Example of generated waveforms by the LEDs within a fixed (and
common) time window. We assume three tones at 4.8, 5 and 5.2 MHz. The
signals are within a 2 s time window.

Here, we introduce and characterize a realistic 3D-VLP
method. The proposed system exploits TDOA in such a way that
it does not require signal synchronization between TX and RX,
has no need of specific orientation of TX or RX and no need
of a characterization of the optical power profile of the LEDs.
It requires a minimum of 4 optical sources for a complete 3D
positioning. The optical sources can be reduced to 3, if only a
2D positioning is required. The performance of the method are
deeply characterized with realistic parameters and considering
the sources of error of a practical implementation (SNR, multi-
path, ADC sampling rate, etc.). We include in our analysis the
effectiveness of the system in case of a moving target.

The outline of the manuscript is the following: in Section 2,
we introduce the proposed positioning method. In Section 3,
we characterize the different sources of impairment of a prac-
tical implementation. In Section 4 we report the system perfor-
mance evaluation varying the key system parameters. Finally, in
Section 5, we draw the conclusion.

2. Proposed positioning method

We assume that a number of different white-light LED are
placed at the ceiling; a minimum of 4 (3) sources are required
for 3D (2D) VLP. Each LED emits an optical intensity that is
modulated by a unique single frequency in a fixed (and common)
time window of length T. As an example, we report in Fig. 1 the
output intensity of three LEDs, where the tones are at 4.8, 5 and
5.2 MHz, respectively, and T = 2 ws. These frequency values are
chosen as a possible real implementation: they are high enough
to provide a good accuracy and, at the same time, are within the
typical modulation bandwidth of the LEDs.

The RX detects the superimposition of the modulated signals,
received with different amplitudes and TOF values, due to the
individual optical paths. We can thus measure the TDOA of the
different sources, derive the path length differences, and use
them to calculate the target position.

Ideally, the received photo-current s(t) contains only the over-
lap of the N tones with different TOF 7; (where j is the index of
the optical source):

N-1

s(t) =Y asin (27fi(t — 1)) (1)

j=0
where N is the number of sources. Each t; is given by:
7 = R(%;, ¥}, z)/c

= oy =X+ -2+ -22 [

(2)

Physical Communication 54 (2022) 101843

where [x;, y;, z]] and [X, Y, Z] are the coordinates of the jth LED
and of the target, respectively; c is the speed of light.

The acquisition starts with arrival of the first (the closest)
optical source signal. This implies that the tones from the optical
sources are transmitted within the same time window to easily
identify a starting point. Including this effect, Eq. (1) slightly
changes to:

N
s(t) =Y asin (27fi(t — AT,)) (3)
j=1

where o is the index of the nearest source, which works as a
trigger of the acquisition, and Atj, = 7j — 7.

In order to extract the TDOA, we perform the Fourier Trans-
form (FT), which separates the frequency components and their
phases:

. N
) = 7 ((0y) = 5 | 20U = e (@
Jj=1

where F(-) indicates the FT operator and §(-) is Dirac function.
The argument of S(f;) includes the information of the TDOA At
at a specific frequency:

¢; = 2nf;Atj, = arg(2iS(f;)) (5)
where arg is the argument of the complex number, which is
defined as arg(z) = arctan(J(z)/9(z)). Hence, the Atj, of a
specific optical source j is given by
b
Tio 27 (6)

The target coordinates [X,Y,Z] can be estimated from the
trilateration of the N At values:

A""jo = (R(vay]ﬂ Z]) - R(X07y0120)) /C
:\/(Xj—x)2+(Yj—Y)2+(Zj—2)2/C (7)
— V% =X+ 00— Y + (2027 [c

which creates a system with 3 unknown values (the coordinates
of the target) and N — 1 equations. Therefore, a minimum of
4 optical sources are required for a 3D positioning, since that
one source is used for time reference and the other three for
trilateration. Eq. (7) gives the difference of path distance divided
by speed of light, which means the difference of arrival time from
two sources. The subscript o indicates the optical signal used as
reference, e.g., the signal that arrives first to the target (and is
used as trigger for the acquisition). The subscript j indicates all
the other signals, from which we compute the TDOA values and
therefore the target position. j and o optical sources could be
different depending on the location of the target.

The analytical solution of the intersection of generic hyper-
boloids exists only for particular sources positions, hence it is
not considered here. Available solutions are the numerical or the
approximate solution based on the linearization of the equations:
Taylor series (truncated at the first order) [33,34] or Chan and Ho
solution [35]. In the proposed method, we exploit the numerical
solution to extract the target position [X, Y, Z].

3. Noise characterization

Here, we characterize our method including the typical im-
pairments in a realistic implementation. Let us consider an
Additive White Gaussian Noise (AWGN) n(t), with standard devi-
ation oy, on the received signal s(t). This is a good approximation
for the thermal noise in common photodiodes. Clearly, this noise
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has an impact on the amplitude and the phase of the complex
value of the Fast Fourier Transform (FFT) S(f;). However, the
proposed positioning method is sensitive only to the phase of FFT
components, whose standard deviation can be estimated using
the common error propagation formula:

0 oy
Oy = —0Op =
7 on IS
This implies that the phase error is proportional to the standard
deviation of the AWGN noise and decreases with the signal am-
plitude. This means that the phase noise is inversely proportional
to the square root of the SNR:

1
Op X —— (9)
? 7 JSNR
Moreover, the SNR is proportional to the time window T,
then oy l/ﬁ. Finally, exploiting Eqs. (6) and (7), we can
estimate the analytical trend of the accuracy, as a function of SNR,
frequencies of the tones and time window:

1 1
 x—
fv/SNR ~ fJT
We conclude that we can improve the accuracy if we increase the
frequency tones and the time window.

(8)

Oix,v,z] X (10)

3.1. Multipath

The multipath effect has a strong impact on all localization
techniques [36]. Therefore, we modeled the effect of the multi-
path in our case, which produces an overlap of the Line-of-Sight
(LOS) waves with other attenuated waves (from reflections) with
same frequency f, amplitudes a; and delays At.

M

S(f) o age®™ 4% 4 Z age? AT (11)
k=1

where the subscripts 0 indicates the LOS components and M are

the relevant multiple paths. Since that At is in the order of ns

and 27f At ~ 1072 « 1, we can exploit the approximation for

small numbers:

ap2nfA a2nf A
¢=amQ$UD~<07ﬁ m+2:km:“> (12)
ao + Y ax

Hence, the estimated TDOA value At is given by
A A
vy To + ) Gk/ag Aty (13)

1+ Z ak/ao
which results in an overestimation of the LOS value and depends
on the delays and amplitudes of the reflections. As can be noted,
in absence of reflections (ay = 0) At = At,. The impact of the
multipath on the system performance is estimated in Section 4.

3.2. Synchronization

When describing the model, we assumed to have synchronous
sources, but no synchronization between TX and RX. It may seem
a strong assumption, but it can be effectively handled. A first solu-
tion could be to generate different tones using a single oscillator
and then exploit a frequency multiplier. However, this solution
may be still affected by the fact that other delays can arise also
in this configuration (path delay), and could generate harmonic
distortions, reducing the position accuracy. On the other side, we
can imaging to calibrate the system once, placing the target in
a known position and measuring the TDOA from the different
sources. As an example, the target can be placed at the center
of the room, hence the same At should be measured from all
sources, in principle. When a different value is measured, the
phase of the sinewave used to modulate that optical source can
be adjusted to compensate the time mismatches.
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Table 1
Default parameters used for the simulations.
Default parameters Values
Number of optical sources 4
Ceiling height 3m
Target coordinates (0,0,0) m
Sources coordinates (—2,-2,3), (—2,2,3),
(2,-2,3), (22,3) m
Time window 1ms
Sampling rate 20MSa/s
Average tone’s frequency 5MHz
SNR 20dB
Bit vertical resolution 10 bits
Phase noise Orad
Multipath 0 reflections

4. Performance evaluation

In order to assess the performance of the proposed position-
ing architecture, we modeled the light propagation in a room;
we varied the key independent parameters that can affect the
accuracy of the VLP method and for each condition we per-
formed Montecarlo simulations. All the simulations results were
performed implementing the described formulas in MATLAB. In
Table 1, we report the list of parameters used in the simulations
and their values.

In Fig. 2, we depict the simulation environment. It is a 6 x
6 x 3m room, where 4 LEDs are at the ceiling at the corners of
a square with 4 m sides. The tones are separated by 100 kHz and
centered at 5 MHz.

We generated the signal s(t;) as superimposition of tones with
different arrival phases depending on the real distance from the
target. This is modeled to include the noise, the multipath, and
the quantization of time and amplitude, etc. The multipath effect
was introduced by adding a series of tones at the same frequency
attenuated compared to the LOS term and with longer TOF, as
in [37], from which the amplitude and delay values were taken.
s(tx) emulates the expected received optical signals detected by a
photodiode a eventually acquired by means of a ADC.

Then, we apply the algorithm described in section Section 2,
which first computes the FFT to extract the phase and time of
arrival information (Egs. (5) and (6)), and then estimates the
[X,Y, Z] target position, solving Eq. (7) by a numerical solution.
To calculate the position accuracy, we computed the error vec-
tor between the target point and the estimated one, as in the
following for 3D and 2D accuracy, respectively:

@HZJM—XV+W—?P+@—ZV (14)

dy = (X — X + (¥ — TP (15)

In each condition, the simulation was iterated 500 times so
that we can also have a statistical insight of the precision and
estimate the variance of the obtained position value. The vari-
ance was introduced by the randomness of the AWGN and the
multipath effect of the received lightwave.

4.1. Simulation results

In Fig. 3, we report the estimated VLP accuracy at every posi-
tion of the floor, with two different configurations of the optical
sources, namely a square or triangle arrangements. The accuracy
in the two configurations is similar. In the first case, the accuracy
has a smooth trend for the different positions. In the second
configuration, the system has higher precision at the center and
lower at the corner than in the previous case. As we see, in most
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Fig. 2. Schematic representation of the room scenario adopted in the simulations.
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Fig. 3. Estimated 2D system accuracy of the proposed model over a 6 x 6 m?
area for a square (a) and triangle (b) shape position of the optical source. The
gray dots indicate the position of the optical sources at the ceiling within the
simulated room. Colorbars on the right indicate the accuracy scale.

of the room (£2 m) the accuracy is better than 5cm. Only at the
room corners (3 m), the error increases up to 7—12 cm. The
position accuracy is higher in the area defined by the optical
source positions (16 m?). As mentioned above, these results are
obtained using the parameters reported in Table 1.

In Fig. 4(a), we report the accuracy for 2D and 3D positioning
as a function of the SNR of the received signal. As expected,
the accuracy improves at higher SNR and well fits the analytic
model expressed in Eq. (10), which states that the error reduces
with the inverse of the square root of the SNR (in linear scale).
At SNR>30dB, the positioning system reaches sub-centimeter
accuracy. This condition is not hard to be achieved considering
the intensity of the light used for illumination and the modulation
power all concentrated in a single tone.

We highlight that the system provides a better accuracy if we
consider only 2D positioning. Since the sources are placed on the
same plane (the ceiling), we observed a higher error on Z-axis
compared to X- and Y-axis.

The semi-transparent colored areas indicate the standard vari-
ations of the corresponding accuracy estimations. As expected,
the variation strongly reduced at high SNR. As an example, we
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z
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<
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Fig. 4. (a) Position accuracy for 3D and 2D system as a function of the SNR
of the received signal. The semi-transparent colored areas indicate the standard
variations of the corresponding accuracy estimations As expected, it is strongly
reduced at high SNR. (b) Accuracy distribution at 20 and 30 dB of SNR.

report the accuracy distribution over 500 simulations in Fig. 4(b),
for SNR = 20dB and SNR = 30dB.

A similar trend is reported in Fig. 5, where we present the
position accuracy as a function of the time window T. Also for this
parameter, the trend follows the model described in Section 3:
the position accuracy scales with the inverse of the square root
of T. Increasing T to values > 0.1s, we can obtain sub-centimeter
accuracy (considering the default value of SNR= 20dB), for a
static target. This accuracy can reduce if the target is moving
because non-static targets cannot benefit completely from a long
time window. In Fig. 6, we report the accuracy dxy as a function
of the target speed (from 1m/s to 4m/s) along a specific X-axis,
for T=1ms and T = 10 ms.

As expected, when we have a short time window (T = 1 ms),
the distance covered by the target (~ mm) is lower then the posi-
tion accuracy (in the order of cm), hence no appreciable variation
is noted. On the other hand, when using wider time windows
(T = 10ms), the accuracy reduces with the distance covered by
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Fig. 5. Position accuracy for 3D and 2D system as a function of the wave-
form time window. The semi-transparent colored areas indicate the standard
variations of the corresponding accuracy estimations.
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Fig. 6. Position accuracy as a function of the speed of a moving target along X-
axis, for two different time window length. The semi-transparent colored areas
indicate the standard variations of the corresponding accuracy estimations.

the target within the time T, since it becomes compatible with the
position accuracy. However, the accuracy is still better than the
previous case, with shorter time window (considering realistic
target speeds < 16 km/s).

Other important parameter is the central frequency of the
tones, reported in Fig. 7. In this case, the theory suggests that
the accuracy improves when increasing the frequency. Using low
frequency tones, the position accuracy gets worse; as an example,
it can be > 30 cm at 500 kHz.

In Fig. 8, we report the effect of the multipath in the po-
sitioning system. Clearly, the reflections have a strong impact
on the accuracy since they influence directly the estimation of
the time of arrival. From the results, we note that the position
accuracy is mostly determine by the first 2 reflections, since the
3rd reflection is typically too small to have effects.

We ended up analyzing the effects of the horizontal (time)
and vertical (amplitude) quantization of the received signal by
means of a real ADC. The results of the accuracy as a function of
the sampling rate are reported in Fig. 9. As expected, increasing
the sampling rate, the integrity of the sampled signal is higher,
therefore also the accuracy of the estimated position improves.
Passing from 20 MSa/s to 1GSa/s, the accuracy improves from 4
to 0.5 cm, in 3D positioning configuration.

A different behavior is reported in Fig. 10, where we report
the position accuracy as a function of the vertical resolution of
the ADC. The vertical resolution is expressed as the number of

Physical Communication 54 (2022) 101843
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Fig. 7. Position accuracy for 3D and 2D system as a function of the central
frequency of the tones used to identify the optical sources. The semi-transparent
colored areas indicates the standard variation of the corresponding accuracy
estimation.
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Fig. 8. Position accuracy for 3D and 2D system as a function of the order of
reflection from an object in the room considered in the simulation. The semi-
transparent colored areas indicate the standard variations of the corresponding
accuracy estimations.
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Fig. 9. Position accuracy fro 3D and 2D configuration as a function of the
ADC sampling rate. The semi-transparent colored areas indicate the standard
variations of the corresponding accuracy estimations.

bits required to represent the different amplitude levels. In the
simulation, we varied the amplitude quantization between 6 and
32 bits.

As can be seen, the signal is correctly received with 10 bits
of ADC. An higher vertical resolution no longer improves the
positioning accuracy. ADCs with 10 bits in the required range of
frequencies are quite common and cost-effective.
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Fig. 10. Position accuracy fro 3D and 2D configuration as a function of the
vertical resolution of the ADC expressed in terms of number of bit.

5. Conclusion

We presented a realistic 3D VLP system and its detailed theo-
retical model. The proposed model is based on TDOA scheme that
has no need for a precise synchronization between the optical
sources and the receiver. In order to verify the performance of
our method, we performed Montecarlo simulations that indicate
a centimeter accuracy in a 6 x 6 m? area. We also validated the
model performing the simulations varying some practical param-
eters that must be take into account in a realistic implementation:
received SNR, time window, target dynamic displacement, fre-
quency of the tones, characteristics of the ADC, and multipath
effect. The simulations are in agreement with the model.
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