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Abstract: Manipulation involves both fine tactile feedback, with dynamic transients perceived by
fingerpad mechanoreceptors, and kinaesthetic force feedback, involving the whole hand muscu-
loskeletal structure. In teleoperation experiments, these fundamental aspects are usually divided
between different setups at the operator side: those making use of lightweight gloves and optical
tracking systems, oriented toward tactile-only feedback, and those implementing exoskeletons or
grounded manipulators as haptic devices delivering kinaesthetic force feedback. At the level of
hand interfaces, exoskeletons providing kinaesthetic force feedback undergo a trade-off between
maximum rendered forces and bandpass of the embedded actuators, making these systems unable to
properly render tactile feedback. To overcome these limitations, here, we investigate a full upper limb
exoskeleton, covering all the upper limb body segments from shoulder to finger phalanxes, coupled
with linear voice coil actuators at the fingertips. These are developed to render wide-bandwidth
tactile feedback together with the kinaesthetic force feedback provided by the hand exoskeleton. We
investigate the system in a pick-and-place teleoperation task, under two different feedback conditions
(visual-only and visuo-haptic). The performance based on measured interaction forces and the
number of correct trials are evaluated and compared. The study demonstrates the overall feasibility
and effectiveness of a complex full upper limb exoskeleton (seven limb-actuated DoFs plus five
hand DoFs) capable of combined kinaesthetic and tactile haptic feedback. Quantitative results show
significant performance improvements when haptic feedback is provided, in particular for the mean
and peak exerted forces, and for the correct rate of the pick-and-place task.

Keywords: teleoperation; haptic feedback; tactile; hand; telerobotics; manipulation; robotics

1. Introduction

Teleoperation systems for the control of remote robots are technologies experimented
in different fields, ranging from surgical applications, such as the Da VinciTM robot [1] to
inspection and intervention in dangerous or contaminated areas [2,3]. Teleoperated systems
enable intervention in inaccessible, unhealthy, or risky environments, and make it possible
to accomplish complex manual tasks not yet achievable with unsupervised autonomous
robotic systems.

Teleoperation stability and, at the same time, the perception of interaction forces are
thus two of the key requirements for a successful telemanipulation system, and they are
still an open challenge for the scientific community [4,5]. Concerning a teleoperation archi-
tecture, to achieve the abovementioned results, aspects like the stability and robustness to
randomly varying communication delay and loss of information have to be solved [6]. Sev-
eral control techniques have been proposed to overcome the abovementioned problems, i.e.,
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passivity-based approaches [7] (wave variables, time-domain passivity approach (TDPA),
and adaptive controllers), four-channel architecture [8], and model-mediated control [9].
From the operator’s perspective, the rendering of kinaesthetic force feedback can be im-
plemented through different interfaces: desktop haptic devices are a conventional choice
when the workspace is limited, such as in surgical or micro-assembly operations [10,11].
Robotic manipulators with proper force sensing and control features in terms of dynamic
and transparency can also be used as a haptic interface, covering a wide workspace. This
solution has been adopted in advanced bilateral telemanipulation systems, such as the DLR
Bimanual Haptic Device [12] or the telepresence system of the NimbRo Teams winning
the ANA Avatar XPRIZE international competition in 2022 [13]. Other solutions involve
the use of a custom operator arm [14,15] to exert haptic feedback. Lastly, solutions such as
those in [16,17] provide force interaction with the remote environment solely at the level
of the finger, whereas the motion of the arm is collected by a separate tracking system.
With the above systems, the interaction is limited at the end effector. The use of active
robotic exoskeletons can improve the immediateness of control, allowing for both the direct
tracking of the operator movements and force interaction at the level of each body segment.

Complex exoskeleton systems covering the full upper limb, from shoulder to hand,
have been presented for teleoperation [18]. Despite the hardware complexity, they offer
advantages with respect to other control interfaces (such as 6-DoF joysticks and desktop
haptic devices): They provide intuitive control of the arm pose and perception of interaction
forces also in complex teleoperated movements. A dual-arm exoskeleton is presented in [19]
and evaluated in the teleoperation of a humanoid robot. However, no force feedback is
provided at the level of the fingers, since the operator could use only a trigger for closing
the remote robotic hand. In the framework of the EU Project CENTAURO, our group
proposed an exoskeleton-based telepresence suit tested in different manipulation tasks [18].
In the project, most tasks consisted of gross manipulation where the force feedback of the
whole arm was the most informative sensory source for the operator, and no performance
measurements were focused on fine manipulation.

Regarding haptic feedback at the level of hands, hand exoskeletons can be used to
provide force feedback related to finger closing [20,21]. However, the high number of
degrees of freedom and the spatial constraints required for a compact structure introduce a
trade-off between the intensity and dynamics of the delivered feedback. The bandwidth of
haptic rendering is often limited by the use of high-gear reduction, tendon transmissions, or
remote pneumatic actuators. Other solutions experimented on in lightweight gloves [22,23]
are based on passive force feedback and actuated brakes [24,25], based on the principle that
force rendering is unidirectional in grasping. This solution is also common in commercial
haptic gloves targeted for virtual reality applications, such as the CyberGrasp, SenseGlove,
and Haptx devices.

Unfortunately, in agreement with the richness of mechanoreceptors found in finger-
pads [26], high-frequency cues and fast transients are very informative signals in haptic
perception and especially in fine manipulation [27,28]. Such tactile signals are commonly
featured by thimble-like haptic devices, with different solutions proposed for rendering
high-frequency cues such as textures and surface features. Vibrotactile feedback based on
vibration motors or linear resonant actuators (LRAs) is a closely related approach, largely
used in haptic devices due to the compactness, robustness, and simplicity of integration of
these actuators [29–31]. Vibration motors do not require coupling and calibration of moving
parts with the user; on the other hand, signals are limited to pure vibrations, with narrow
frequency bands for LRAs and frequencies not independent from intensity for eccentric-
mass actuators. The modulation of transients (i.e., sharp edges) is also limited by dynamic
properties [32]. Wearable haptic devices at the fingertips can also provide further tactile
information such as modulated normal indentation and lateral stretch, resembling force
interaction typically present in manipulation [33–35]. In teleoperation applications, wear-
able devices conveying tactile feedback at the fingertips have been proposed, by means of
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haptic thimbles [36], passive controllers or trackers augmented by tactile feedback [37–39],
and gloves [40,41].

Other teleoperation and prosthetic approaches use vibrotactile feedback delivered at
the forearm segment while controlling a robotic hand. They are used to convey different
information through the tactile channel, such as proximity to obstacles [42] and contact
transients [43,44].

In the above studies, tactile feedback in teleoperation was used together with optical
or lightweight tracking devices, which were added to desktop haptic devices conveying
kinaesthetic feedback at the end effector or embedded to surgical robots not delivering
other haptic feedback modalities. In the above-cited telepresence systems [13], vibrotactile
feedback coupled with kinesthetic feedback of hand closing (by means of a SenseGlove
device) was implemented in a bimanual upper limb teleoperation system. Here, however,
the feedback was vibrotactile and not linear, and the kinaesthetic haptic feedback of hand
closing was limited to the passive-brake actuation system.

In this paper, we investigate combined kinaesthetic and wide-bandwidth tactile feed-
back in telemanipulation, conveyed through a full upper limb exoskeleton system. With
respect to previous work, we propose the following novelties:

• The proposed system is composed of a full upper limb exoskeleton comprising a
hand exoskeleton that provides both kinaesthetic force feedback at the fingertips and
wide-bandwidth cutaneous force feedback through dedicated linear tactile actuators.
Regarding the follower, sensitive force sensors at the fingertips are used to convey
clean contact and force-modulated signals (Figure 1).

• The full arm exoskeleton allows for the transparent use of a hand exoskeleton, provid-
ing tracking, gravity, and dynamic compensation in a large upper limb workspace and
also presenting the opportunity (not implemented in this setup) of full kinaesthetic
force feedback delivered at each segment of the upper limb.

• The hand exoskeleton in place of haptic gloves allows for the implementation of larger
and heavier mechanisms to properly transmit forces to the fingers, as well as heavier
actuators to convey more intense, wide-bandwidth tactile feedback. In this paper, the
consistency and richness of the obtained haptic feedback are evaluated through the
measurement of the interaction forces in a pick-and-place teleoperation task.

Figure 1. The proposed system is composed of a hand exoskeleton integrating additional cutaneous
force feedback actuators. The teleoperated robotic hand includes force sensors at the fingertips.
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The manuscript is organized as follows: modules of the proposed system are described
in Section 2, and the teleoperation experiment with subjects is presented in Section 3. The
obtained results are presented and discussed in Section 4. Conclusions are reported in
Section 5.

2. Materials and Methods

The leader system is composed of a full upper limb and actuated exoskeleton, divided
into different sub-modules. It includes 3 actuated DoFs for the shoulder, 1 actuated DoF for
the elbow, and 3 actuated DoFs for the wrist. The hand exoskeleton includes 5 actuators
within an underactuated, parallel mechanism for each finger. The dedicated tactile actuators
are embedded at each fingertip. Sub-modules are described in subsequent sections.

2.1. The Exoskeleton Interface

The leader interface is a grounded fully actuated exoskeleton covering all the upper
limb joints, from the shoulder to the fingers (Figure 2). In detail, the leader interface is
composed of an arm exoskeleton called Alex [45], a spherical wrist WRES [46], and an
underactuated hand exoskeleton covering both the long fingers [20] and the thumb [47]. In
this work, the hand exoskeleton was integrated with linear and wide-bandwidth haptic
thimble devices [48]. This combined the kinaesthetic force feedback of the hand exoskeleton
mechanism, a wide-bandwidth cutaneous feedback able to convey information about fine
contact transients, and dynamic modulation.

Figure 2. Detail of the leader interface consisting of the developed full upper limb exoskeleton
integrated with haptic thimbles.

2.1.1. The ALEX Arm Exoskeleton Module

The ALEX exoskeleton [45] is a wearable arm interface featuring an extended range of
motion and other design features suitable for teleoperation. Shoulder and elbow actuators
are placed at the base, with back-drivable wire transmission. This reduces the moving
masses and the resulting inertia perceived by the user. It also implements an embedded
force sensing method to smoothly interact with the operator. Two high-resolution encoders
were implemented for each actuator: one mounted at the motor shaft and the other at the
link. External forces were then obtained by comparing the two encoders and measuring
the deformation of the tendon transmission. The method allows for the interaction of the
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user at each link of the interface and not at the end effector only. The ALEX kinematics is
isomorphic with respect to the human arm, and such kinematics does not present different
singularities with respect to it.

2.1.2. The WRES Wrist Exoskeleton Module

For the wrist joint, a 3-DoF, spherical actuated wrist called WRES [46] was used.
Similar to the arm module, the wrist exoskeleton also presented an isomorphic kinematics,
with the center of the actuated spherical joint aligned with the center of the user’s wrist.
Joint actuation was obtained thanks to a tendon-based transmission as in the ALEX arm
exoskeleton. Table 1 shows both the allowed range of motion and the maximum allowed
torques for each of the three wrist rotations: pronation–supination (PS), flexion–extension
(FE), and radial–ulnar deviation (RU). In addition to the wide range of motion and the
relevant forces allowed, a key feature of the adopted wrist device is the encumbrance
distribution. Indeed, the majority of the device volume is placed on the outer side of the
user’s forearm: this enables the user to move their hands close to each other, which is useful
in bimanual teleoperation tasks.

The palm of the user’s hand, together with the arm and forearm, represented the three
contact points between the operator and the exoskeleton. Velcro bands were used to keep
the user’s arm attached to the exoskeleton and to transmit force feedback to the user.

Table 1. Specifications of the ALEX arm and WRES wrist exoskeleton.

ALEX Arm-Exo Specifications

Mass of moving parts ∼=3 kg
Number of actuated DoF 4
Payload 5 kg
Interaction torques in transparency mode
Shoulder joints ∼=0.25 N-m
Elbow joint ∼=0.12 N-m

WRES Wrist-Exo Specifications

Device mass ∼=0.29 kg
Range of motion
PS 146°
FE 75°
RU 4°
Payload (continuous torque) 1.62 N-m
Interaction torques in transparency mode
PS ≤0.8 N-m at 60°/s
FE ≤0.3 N-m at 200°/s
RU ≤0.3 N-m at 60°/s

2.1.3. The Hand Exoskeleton Module

The adopted hand exoskeleton was designed to provide kinaesthetic force feedback
of finger closing and opening. The base link of the device was fixed at the last link of the
wrist module and firmly attached to the user’s palm. Because of the numerous DoFs of the
human hand, the device was designed to adopt the under-actuation concept, focusing on
grasping operations with independent fingers. Wearability issues were taken into account
and addressed by a peculiar design solution with parallel, underactuated kinematics that
includes the user’s finger in a parallel kinematic design [20]. A similar concept, although
resulting in a more complex parallel underactuated mechanism, was followed for the
thumb mechanism design [47]. All the five finger mechanisms were grounded at the hand
exoskeleton base. The four long finger mechanisms were connected to the user’s fingers at
the proximal and intermediate phalanges, whereas the thumb mechanism was connected
to the user’s thumb at the metacarpal and distal phalanges. Concerning the actuation
of the device, linear screw actuators with DC motors were implemented as a compact
and lightweight solution with a high maximum output force. Miniaturized strain gauge
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force sensors (SMD Sensors S215, 55 N full scale) were implemented at the base of each
linear actuator to obtain the active back-drivability of the device through a force-to-velocity
control loop. Table 2 summarizes the main features of the hand exoskeleton module.

Table 2. Specifications of the adopted hand exoskeleton and its actuators.

Hand Exoskeleton Specifications

Device Mass ∼=0.35 kg
Motor gear ratio 35:1
Stroke of the motor 50 mm
Max. cont force of the motor 40 N
Max. velocity 32 mm/s

2.1.4. The Tactile Feedback Module

Kinaesthetic grasping force feedback provided by the hand exoskeleton was enriched
by the addition of linear, wide-bandwidth actuators for tactile rendering. The additional
wearable fingertip haptic modules (Figure 2) were added for the index and thumb fingers
and integrated into the hand exoskeleton structure at the level of the distal index phalanx
link and of the intermediate thumb phalanx link. Each tactile actuator was based on a voice-
coil structure with a permanent magnet and moving coil, as presented in [48]. This design
can achieve wide bandwidth, up to 250 Hz, due to the direct drive layout and the moving
plate in contact with the fingerpad. Rendering also included static and low-frequency force
components, up to a maximum continuous force of 0.4 N. Table 3 summarizes the main
features of the implemented tactile modules.

Table 3. Features of the fingertip modules.

Haptic Thimble Specifications

Dimensions 66 × 35 × 38 mm
Weight ∼=0.03 kg
Max cont. force 0.5 N
Bandpass 0–250 Hz
Stroke 4 mm

3. Teleoperation Experimental Setup

The proposed operator interface system, described in Section 2, was evaluated in a
pick-and-place teleoperation task. Details of the follower robotic interface are described
in Section 3.1, while the teleoperation task and experimental procedure are explained in
Section 3.3.

3.1. Follower Robotic System

The follower system was composed of a six-DoF commercial collaborative robot UR-5
(Universal Robots, [49]) equipped with a custom-made robotic hand (CoRa hand [50])
and two sensitive force sensors at the index and thumb fingertips, as depicted in Figure 3.
The robotic hand was designed for accomplishing whole-hand and pinch grasping with
independent finger control. The design of the CoRA hand was aimed at robustness and
compliance in teleoperation or autonomous manipulation tasks, although with simplifi-
cations at the level of the number of DoFs: Fingers had parallel planes of actuation. The
tendon-driven actuation was reduced to one DoF during the closing mechanism of each
finger. An additional degree of freedom was introduced for the thumb in order to rotate
the plane of actuation of the thumb on the axis normal to the palm surface.

The hand was actuated by compact electromagnetic servomotors with gear reduction,
embedded in the hand palm together with control electronics and motor drivers. The control
of the servomotors was achieved through a position control loop with modulated saturation.
It was thus possible to modulate the torque applied by actuators in a feed-forward mode
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when in quasi-static contact conditions. In order to obtain a reliable measurement of the
contact forces, two miniaturized force sensors based on a deformable silicon hemisphere
(Optoforce 10NTM) with a diameter of 10 mm and a resolution of 1 mN were mounted at
the index fingertip of the robotic hand, in direct contact with the grasped object. Although
the hemispherical shape of the sensor was not ideal for preventing the rotation of the object
around the contact point, the sensors were chosen for their compactness, high sensitivity,
and range of measured forces suitable for the proposed manipulation task.

Figure 3. Detail of the follower interface implementing the robotic hand equipped with two sensitive
force sensors (index and thumb).

3.2. Teleoperation Setup

Teleoperation was performed locally with leader and follower systems connected by
wired ethernet connection. At the level of the arm, the follower robotic manipulator was
locally controlled with a position control loop, where the reference of the end effector was
set from the end-effector position of the leader side. At the leader side, the arm exoskeleton
was actively controlled to obtain transparency, with gravity and friction compensation. The
transparency of the arm exoskeleton was obtained through a local force–velocity control
loop; the sensing of the user forces interacting with the exoskeleton links was implemented
in the device design by comparing measurements from redundant, high-resolution position
sensors placed at the motors and at the end of the wire transmission of each joint. In this
experimental setup, no force feedback was provided at the level of the arm. The gravity
compensation of the whole-arm-to-hand exoskeleton modules was implemented at the
level of the arm and wrist exoskeletons, using the mass distribution obtained from CAD
design and the current pose of the exoskeleton. Regarding friction compensation, a model
of static and viscous friction was implemented for each joint. It used the joint velocities as
input to compute the estimated friction torques. Gravity and friction compensation torques
computed at each joint were fed in a feed-forward mode to the actuators with respect to
the main force–velocity control loop. Finally, dynamic compensation was implemented
through the mass distribution model of the robot on the basis of the desired acceleration.
The desired acceleration was obtained as a derivative of the desired velocity in the force–
velocity control loop.

At the level of the hand, the follower’s robotic hand was driven in position control
with position reference signals coming from the leader’s hand exoskeleton, normalized
between the fully open and closed pose of the user. Force signals measured by the fingertip
force sensors were used as force reference signals for the leader’s hand exoskeleton. There,
an admittance force-to-velocity control was implemented for each finger, based on the
strain-gauge sensors placed at the mounting point of each linear actuator.
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In order to couple the additional tactile feedback with the kinaesthetic feedback
provided by the hand exoskeleton, signals were rendered in a feed-forward mode from the
robotic hand fingertip sensors, and hi-pass-filtered to remove slow and continuous force
components, rendered instead as kinesthetic force feedback. The teleoperation layout is
depicted in Figure 4. Regarding the hardware implementation of control loops and data
processing, the setup was organized as follows: The arm and wrist exoskeletons were
driven by a dedicated embedded PC, running a 1 KHz control loop on an xPC-Target
real-time operative system. At the follower side, the UR5 robotic arm was controlled by a
proprietary control unit and control interface, providing a 150 Hz reference update. The
hand exoskeleton was equipped with a Teensy 3.6 microcontroller board with an SPI to
ethernet module, running a 150 Hz control loop. The electronics were also used to control
the two voice-coil actuators with dedicated H-Bridge drivers (DRV8835 IC). The same
Teensy 3.6 electronic board was implemented at the follower side on the robotic CORA
Hand. A host PC was used to control the overall teleoperation setup, send high-level
commands to the different modules, and save record data. Data of the two fingertip force
sensors using a native USB interface were read by the host PC and sent at 150 Hz to the
driving electronics of the haptic thimble. All the implemented ethernet communication
interfaces were locally wired to a common ethernet switch (typical latency below 10 ms)
and used UDP protocol messages, with the exception of the proprietary UR-5 control
interface implementing TCP/IP messages.

Figure 4. Teleoperation scheme involving two different force feedback rendering to the user: kinaes-
thetic and tactile feedback at fingerpads.

3.3. Experimental Procedure

The experimental procedure consisted of a teleoperated pick-and-place task, per-
formed in two different feedback conditions: with visual feedback only (V condition) and
with the addition of haptic feedback (HV condition). Seven healthy subjects participated in
the study (aged 28–34, five males and two females). The procedure was approved by the
Ethics committee of the Scuola Superiore Sant’Anna. Subjects had technical expertise in
engineering and mechatronics but not in the use of teleoperation systems. Subjects were
invited to wear the leader interface (consisting of the upper limb exoskeleton modules) on
their right arm. A short calibration phase, lasting about 2–3 min, was performed to calibrate
the pose of the hand exoskeleton with the reference pose sent to the robotic hand: the
fully opened and fully closed hand exoskeleton joint positions were acquired, interpolated,
and normalized in order to serve as reference signals for the follower robotic hand. The
leader and follower systems (described in Section 3.1) were placed aside in the same room,
separated by a white screen (it was removed in Figure 5 in order to take an overall photo of
the setup). Participants received visual feedback on the teleoperated environment through
a remote camera. The video stream was presented through an LCD monitor placed about
1 m in front of them (see Figure 5). The camera-mediated visual feedback was imple-
mented in the setup in order to better resemble real teleoperation conditions. This of course
limited the information provided by vision with respect to a direct-sight teleoperation
laboratory setup.
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Figure 5. The experimental teleoperation setup.

The remote environment consisted of a desk with two raised platforms. The starting
and final positions of the pick-and-place task were marked by yellow tape on the two
platforms. The distance between the start and final positions of the task was 0.4 m. A
3D-printed rigid plastic box (dimensions 60 × 60 × 120 mm, mass 0.06 kg) was the target
object to be grasped.

At the beginning of the experiment, participants underwent a familiarization phase,
lasting approximately 5 min, in which they familiarized themselves with the teleoperation
system, the proposed task, and the proposed feedback conditions. They were instructed to
drive the robotic hand to grasp the target object with enough force to lift the object to keep
it from slipping. A maximum grasping force threshold was introduced in the experiment
as a virtual breaking condition of the object. The threshold was set at 4.0 N and applied in
real time to the averaged thumb and index interaction forces. When exceeding the force
threshold, an auditory cue was provided to warn the subject. The threshold value was
selected to be equal to five times the measured minimum grasping force required to lift the
object (0.8 N). The sequence of the proposed pick-and-place task is depicted in Figure 6.

Figure 6. Sequence of the proposed pick-and-place task.

Each subject was asked to accomplish the task 10 times in two conditions: V, with
visual feedback only, and HV with haptic and visual feedback. The presentation order of
the two conditions was pseudo-randomized between subjects. In the V condition, the hand
exoskeleton was controlled in transparency; hence, no forces from the follower robotic
hand were rendered. The haptic thimbles were also turned off. In the HV condition, the
kinaesthetic feedback of the hand exoskeleton and the tactile feedback provided by haptic
thimbles were active. In both conditions, the arm exoskeleton was turned on to compensate
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for the weight of the modules. A trial was considered successful when the target object was
correctly picked from the starting position and placed in the final position without falling
and without exceeding the maximum force threshold at any time.

In order to compare the two experimental conditions, the following metrics were
considered: the correct rate, the time elapsed for accomplishing each trial, and the averaged
interaction forces at the fingertips.

4. Results and Discussion

The performance of the pick-and-place task is reported and compared between the
two experimental conditions. A representative time plot for one grasping repetition is
shown in Figure 7, depicting the magnitude of the different feedback signals. At the
contact threshold, the measured fingertip force at the robotic hand was reproduced by the
kinaesthetic feedback (blue line) and tactile feedback (yellow line) with lower intensity but
faster dynamics. In the plot, the blue line represents the force measured by strain-gauge
force sensors of the hand exoskeleton (the plot refers to the index finger only); hence,
it sums the contribution of the hand exoskeleton actuators (kinaesthetic force feedback)
and the user interaction. Before the contact threshold, a residual interaction force (mean
0.5 N) was measured at the hand exoskeleton, generated by the user’s fingers moving
the exoskeleton in free air toward the object. Just before the releasing phase, a sudden
increase in the modulated grasping force was noticeable, probably modulated by the user
in relation to some pose adjustment and then reflected to the robotic hand (red signal).
The mean absolute force tracking error measured in a representative full sequence of ten
pick-and-place tasks was 0.54 N, while the measured mean absolute position tracking error
was 0.027 in the normalized finger pose range.

Figure 7. Representative time plot of the position and force profiles during grasping in the HV
condition.

Regarding the performance of the task results averaged over subjects, horizontal bar
plots in Figure 8 compare the two experimental conditions in terms of the percentage of
correctly placed, slipped, and virtually broken objects. Subjects had no direct experience
in teleoperation systems, and from this perspective, the proposed system was intuitive
enough to be used after a very short training phase. One of the advantages of an exoskeleton
interface is that it facilitates the direct control of the body pose, providing interaction and
robust tracking at the level of each body segment.
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Figure 8. Results of the pick-and-place tasks with respect to the correctly placed, fallen, or virtually
broken objects (left). Plot of the correct rate results with circles and dotted lines showing the
performance of each subject (right). On each box, the central mark indicates the median, and the
bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The ** symbol
represents a statistically significant difference with p < 0.01.

The task was also completely teleoperated, hence with vision mediated using a camera
and a monitor, possibly altering or limiting the perception of depth and self-location in the
remote environment. This better resembled the envisaged real teleoperation applications.
In this regard, further developments of the setup can include stereoscopic vision; in this
regard, calibration and effective visualization for the user of stereoscopic video streaming
is not straightforward to implement and requires dedicated development.

Regarding the setup and its limitations, the implemented sensitive force sensors at the
robotic fingertips featured a small hemispherical rubber dome, which does not provide a
large contact surface with respect to the object pivoting around the contact point. During
the experiment, we observed that the object could be stably grasped with pinch–grasping;
yet, depending on the grasping point, this occurred with a visible oscillation upon lifting
due to gravity, around the axis connecting the two thumb and index contact points. This
might have induced a more cautious manipulation behavior.

As a further limitation of the setup, manipulation was limited to a pinch–grasping
task, with tactile feedback limited to the thumb and index only. The limit of tactile feed-
back provided at the thumb and index finger only was also due to the complexity of the
instrumentation; yet, it can be ideally extended to other fingers in future developments.

The number of successfully pick-and-placed objects showed a statistically significant
increase when the visuo-haptic feedback was provided (71 ± 14% correct trials in the HV,
53 ± 13% in the V condition, p < 0.05). Regarding incorrect trials, interestingly, the V
condition yielded a relatively high number of broken objects with respect to fallen objects
(32% broken, 15% fallen). This trend can be explained by the information the subjects could
retrieve via the visual feedback in the V condition. Since the grasped object was rigid, no
information about the modulation of the grasping force could be visually noted. On the
other hand, close-to-slip conditions might be observed through subtle movements of the
object. The use of rigid objects was decided to better resemble the majority of manipulated
physical objects and resulted in a more difficult yet more realistic manipulation task.
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Conversely, the use of compliant objects might have biased the V condition and facilitated
the overall manipulation performance.

The HV condition yielded a percentage of 23% fallen objects and just 6% broken
objects. Here, the combined kinaesthetic and tactile feedback provided information about
the interaction force, allowing participants to modulate grasping accordingly. With the
more informative feedback in the HV condition, subjects appeared to follow a different
task execution strategy, reducing the grasping force closer to the limit of slippage (hence
not balanced between the slip limit and the breaking threshold). In general, this behavior is
in agreement with the natural grasping task execution: It has been proven that during the
natural execution of a grasping task, forces are held just above the level of the minimum
static friction required to avoid slippage [51], while in conditions where sensory feedback
is limited, such as in virtual environments, the safety margin in terms of forces required to
grasp and lift an object is increased. From a comparison with a previous study [52], it is
interesting to note that in the V condition, the interaction with a real remote cube reduced
the correct rate with respect to a similar V condition performed with a virtual cube (it
was 73.7%). Conversely, the superposition of the haptic feedback restored the outcome of
the test; indeed, the correct rate of HV condition is in agreement with the previous study
performed in a virtual environment (it was 73.2%). The reduction in broken cubes due to
haptic feedback is in agreement with previous findings, and it is also of a similar magnitude
to what was found in [32], where a similar study was performed in a pick-and-place test
with a modified box-and-block setup by amputees with a hand prosthesis plus a haptic
feedback cue.

This trend also emerges in the averaged and peak force metrics measured during the
task execution. The results depicted in bar plots of Figure 9 show that the user significantly
decreased the interaction forces when the haptic feedback was provided (mean force, V:
1.41 ± 0.33 N HV: 1.05 ± 0.25 N, p < 0.05; peak force, V: 3.09 ± 0.25 N HV: 2.19 ± 0.53 N,
p < 0.01).

Figure 9. Pick-and-place task results as average grasping force (left), peak grasping force (middle),
and completion time (right). Only successful trials are considered. On each box, circles and dotted
lines show the result of each subject, the central mark indicates the median, and the bottom and top
edges of the box indicate the 25th and 75th percentiles, respectively. The * and ** symbols represent a
statistically significant difference with p < 0.05 and p < 0.01, respectively.

Regarding the completion time, the additional haptic feedback did not improve the
task execution in terms of velocity (completion time, V: 11.2 ± 3.1 vs. HV: 12.2 ± 5.3 s).
This can be explained by different factors: While haptic feedback could help the subject
in modulating the force once the object was grasped, it did not add spatial information to
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the visual feedback when approaching the object and pre-shaping the hand pose. Also,
the information provided by additional feedback may require higher mental effort to
be processed and effectively used, especially during the learning period of non-trained
users. Compared with a pick-and-place task performed in the first person, however, the
completion time was remarkably slower. As a qualitative comment by the experimenters,
subjects were particularly cautious in performing the task, due to limits in the feedback
information (both visual and haptic) compared to a first-person execution and possibly due
to concerns regarding the risk of collision between the teleoperated robotic hand and the
rigid platforms.

Considering the possible effects of latency in the provided feedback to subjects, teleop-
eration was performed locally through a wired ethernet connection, hence with low latency
(typically below <10 ms). The main limits in bandwidth and dynamics of the system were
represented by the dynamics of the geared servomotors of the robotic hand and hand
exoskeleton modules. These embedded and compact actuators, due to the relatively high
reduction ratio, typically show rising time for the step response in the 0.1 s range, as seen
in the response curves of previous studies [47,50].

As regards the possible learning effects, the sequence of the V and HV sessions was
randomized for each subject. Yet, due to the relatively small sample size, the possible effects
of the sequence order were further tested. No significant difference emerged for any of the
evaluated metrics when sessions were grouped by order rather than by feedback condition.

5. Conclusions

This work investigates combined kinaesthetic and tactile feedback at the fingers, with
the purpose of improving perception in teleoperation tasks. To this end, we proposed a full
upper limb exoskeleton interface, extended to include fine tactile feedback with dedicated
actuators. In the literature, tactile feedback is often provided alone in VR or in lightweight
teleoperation setups, while on the other hand, kinaesthetic feedback interfaces, such as
exoskeletons or robotic manipulators, rarely show the bandwidth and linearity needed to
properly render tactile information.

We experimentally evaluated the performance of the provided feedback and in gen-
eral the proposed operator interface within a teleoperated pick-and-place task, requiring
precision in modulating the pinching contact forces. The results showed a positive and
significant effect of the haptic feedback regarding the correct rate, i.e., the number of objects
picked and placed at the target location without falling and without exceeding the maxi-
mum force threshold. The balance between fallen and broken objects and the measured
average forces also highlight a different task execution strategy adopted by subjects in the
presence of the haptic feedback: While with visual feedback only, subjects were prone to
over-squeeze the object, in the presence of haptic feedback, forces were kept closer to the
minimum level required to avoid slippage. The latter behavior better resembles the natural
execution of a real grasping task in humans, where forces are held just above the level of
the static friction required to maintain stable grasping.

Yet, compared to a pick-and-place task performed in the first person, the task was
performed with caution and with noticeably long duration. This indicates that limitations
still remain in the richness of the provided visual and haptic perception. From a broader
perspective, although the relatively complex setup includes a full upper limb exoskeleton
and linear tactile units, the final perception is still far from the natural sense of touch. In
particular, at fingerpads, the variety of mechanical stimuli also includes multiple degrees
of freedom, spatially distributed cues, and continuous slip sensations, which are hard to be
met by compact, wearable devices. With these technological limitations in mind, there is
room to further improve the field, considering both the development of novel actuating
principles and rendering methods and the investigation of which haptic stimuli prove most
informative for a given telemanipulation application.
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