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Abstract
In emergency medical scenarios, the lack of 

immediate access to expert medical advice can 
result in delayed treatment and increased mor-
tality rates. Timely and effective communication 
between on-site emergency operators and remote 
doctors is crucial for the delivery of most medical 
treatments and for saving lives. This work propos-
es a novel system designed to provide remote 
medical support using web real-time communica-
tion (WebRTC) technology. The system enables 
healthcare professionals to offer immediate 
assistance to on-site operators through real-time 
audio and video communication. The presented 
approach leverages the capabilities of WebRTC 
to facilitate low-latency and peer-to-peer con-
nections, ensuring that critical medical advice is 
delivered promptly and efficiently. In this article, 
the architecture of the system and its implemen-
tation are detailed, and a first assessment of its 
performance is provided. Preliminary evaluations, 
including the deployment of a working proto-
type under different experimental configurations, 
demonstrate the system’s potential to enhance 
emergency response outcomes by bridging the 
gap between remote medical expertise and 
on-site emergency care. A scalability study is also 
performed showing the efficiency of the system in 
the presence of concurrent users.

Introduction
Emergencies and disasters, whether natural or 
human-induced, have the capacity to overwhelm 
healthcare systems and disrupt the delivery of 
vital medical services. The ensuing chaos, surge 
in patients, and potential damage to healthcare 
infrastructure often create immense challenges for 
healthcare providers and their ability to meet the 
medical needs of affected populations. Remote 
healthcare services, which encompass telemedicine 
and telehealth applications, facilitated by distrib-
uted wearable and portable devices in delivering 
healthcare remotely during crises, have emerged as 
essential tools to ensure timely and effective health-
care, even in presence of chaos and disruptions thus 
becoming a key feature in facing the above issues 
[1]. In addition, several new technologies such as 
the Web Real-Time Communication (WebRTC) 
framework have emerged as a robust solution to 
address the technical implementation challenges 
related to remote communications. More specifical-

ly, WebRTC is a cutting-edge technology standard-
ized by the World Wide Web Consortium (W3C) 
and the Internet Engineering Task Force (IETF). It 
leverages an open standard and secure peer-to-peer 
architecture to enable real-time communication 
directly within web browsers, thus eliminating the 
need of complex external plugins or downloads [2].

For this purpose, motivated by the critical need 
to bring expert and remote medical support in 
emergency scenarios where time and accuracy are 
of the essence, in this work we describe the new 
implementation of a tele-assistance system that 
provides remote medical support using WebRTC 
technology. The system is specifically developed 
for remote healthcare services that respond to the 
needs of affected populations in diverse disaster 
scenarios, including natural disasters, pandemics, 
complex humanitarian emergencies, and first aid 
interventions provided by the emergency service. 
In fact, in many such situations, on-site operators 
may lack the specialized knowledge required to 
make life-saving decisions, and the delay in receiv-
ing expert advice can significantly impact patient 
situations. In this context, a tele-assistance system 
leveraging WebRTC technology to support audio 
and video communications can bridge this gap by 
enabling real-time and high-quality communica-
tion between on-site sanitary operators and remote 
medical specialists. In particular, differently from 
the current organization of the emergency service 
where the medical staff can just interact with the 
healthcare operators through an audio channel, 
thanks to the proposed system, the doctor can 
see the patient as if he was present in the scene of 
intervention, thus verifying his health status and ask-
ing, for example, to do particular movements (e.g., 
the Cincinnati scale for the diagnosis of the stroke 
that encompasses the analysis of facial expres-
sion, limb movement, speech). This supports the 
pre-triage phase and ensures that crucial medical 
advice is delivered promptly and efficiently, which 
enhances the quality of emergency care and reduc-
es response times. This aspect is particularly import-
ant especially for time-dependent pathologies such 
as stroke, heart stroke and acute respiratory fail-
ure where the speed of the correct diagnosis can 
impact on the survival of the patients. Furthermore, 
differently from other video conference systems 
used in medical emergencies, which are based 
on smartphones or tablets [3][4], in our work, the 
video camera is positioned on the helmet worn by 
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the operators, which does not interfere with their 
operation, thus leaving their hands free and allow-
ing them to smoothly interact with the doctors 
without impacting their emergency intervention.

Throughout this article, we will explore the 
design features and implementation aspects of 
the WebRTC-based tele-assistance system. We 
will also go through the technical underpinnings 
of WebRTC, highlighting its core features that 
make it an ideal choice for such applications 
while ensuring timely access to care and reduc-
ing the burden on healthcare facilities and per-
sonnel allowing the doctor to remotely support 
different on-site interventions without moving 
from the hospital or the Emergency Service Oper-
ations Center. Furthermore, we will discuss the 
architecture and components of the proposed 
system, emphasizing its capacity to facilitate real-
time audio and video interactions thus delivering 
a seamless, secure, and user-friendly telemedi-
cine experience for both healthcare providers and 
patients alike. This article extends the work pre-
sented in [5], where a tele-tutoring system based 
on a wearable helmet with a video camera for the 
audio-video communication was presented. With 
respect to [5], here the WebRTC-based applica-
tion has been improved in terms of stability of the 
application and video calls in order to provide a 
high-quality audio-video connection. Furthermore, 
the support of multiple connections from different 
remote doctors to a single video call issued from 
a wearable component is introduced to allow, for 
instance, the consultation with a team of remote 
specialists (cardiologist, neurologist, etc.) that 
could be useful in the case of natural disasters, 
major accidents or particularly complex and seri-
ous patients conditions. Finally, a first assessment 
of the system performance is presented by testing 
it under different network conditions (e.g., 4G, 
WiFi) and by performing a scalability study that 
reflects its usage in different scenarios (e.g., sev-
eral specialists discussing a complicated diagnosis 
case, different doctors monitoring the status of 
different patients).

The article structure is as follows. The next 
section presents the state of the art. Then we 
describe the proposed tele-assistance system and 
details its main components and features. Follow-
ing that we describe a proof of concept where a 
prototype of the system is implemented and eval-
uated. Finally, we draw conclusions.

Related Work
Remote medical support and monitoring has 
evolved significantly over the past few decades, 
particularly with the integration of real-time com-
munication technologies thus facilitating consul-
tations, diagnostics, and treatment without the 
need for physical presence [4, 6]. Applying those 
remote healthcare services in disaster and emer-
gency scenarios has also attracted attention and 
several papers in literature showed their impor-
tance in providing high-quality assistance to help 
damaged and injured patients in the shortest 
possible time [7]. Among those scenarios, tel-
erehabilitation for post-earthquake rehabilitation 
represents an important aspect of remote assis-
tance and is proposed in [8]. The authors cite 
few examples of successful implementations in 
earthquake-affected areas that rely on the use of 

videoconferencing, mobile devices, and other 
digital technologies. They also highlight the need 
for training healthcare providers and patients to 
effectively use telecommunication technologies 
to provide telerehabilitation services. However, 
no concrete details on the implementation of 
those services is given. [9] investigates telenursing 
operational possibilities in disasters. Differently to 
our work where a proof-of-concept is performed 
in a realistic experimental environment, authors 
relied on simulated conditions to investigate their 
approach. Moreover, the telenursing activity was 
based on the use of an Internet connection and 
Skype software to exchange information with 
the qualified nurses far from the disaster area. 
Although the authors were able to state that 
telenursing has the potential to support effective 
disaster response and accelerate the development 
of remote healthcare services, the scenario and 
adopted tools remain limited.

Regarding the implementation aspects, one of 
the early adoptions of real-time telecommunication 
in medical support was through proprietary video 
conferencing systems. Those systems, while effec-
tive, often lacked accessibility [10]. The introduction 
of WebRTC technology was a turning point in this 
context. WebRTC is an open-source project that 
provides web applications and websites with real-
time communication capabilities via simple applica-
tion programming interfaces (APIs). This technology 
supports browser-to-browser applications for voice 
calling, video chat, and file sharing without the 
need for internal or external plugins. Several stud-
ies have demonstrated the efficacy of WebRTC in 
telemedicine. For instance, in [11] and [12] e-health 
systems where patients can consult with doctors 
staying at home are proposed. The systems rely on 
the simplest feature of WebRTC, that is, the brows-
er to browser communication while in this article 
we propose a wearable device equipped with a 
video camera that sends the WebRTC-based video 
stream to a dashboard thus making our solution 
independent from the healthcare operator position. 
A reality-based system that facilitates and supports 
emergency response by medical emergency teams 
is proposed in [13]. Similar to our approach, the 
system is based on a distributed architecture where 
emergency personnel wear mixed reality glasses 
that can transmit audio, video, and data streams 
bidirectionally to medical specialists stationed in a 
hospital at any distance. The system however relies 
on Microsoft Hololens 2™ MR devices, which are 
proprietary. Instead, our solution implements the 
software in Raspberry Pi computational unit and 
can be easily customized according to any use 
case. In addition, it is seamlessly integrated with-
in the helmets that are worn by the medical staff. 
Finally, another system that relies on WebRTC and 
Raspberry Pi devices is proposed in [14] to perform 
remote interactive patient-professional consulta-
tions. Although promising, in addition to the lack 
of several technical details, the solution was tested 
only on 5 patients, which does not allow to draw 
significant conclusions on its robustness and scal-
ability features as we do in this work.

Despite the advancements detailed above, 
challenges remain in deploying WebRTC for 
emergency medical support. Issues such as sys-
tem reliability, scalability, and integration with 
existing medical information systems still need 
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to be addressed. The system we propose in this 
work aims to build on these findings by not only 
leveraging WebRTC’s capabilities but also by 
implementing a scalable and robust solution to 
enhance remote healthcare services.

System Description
Remote healthcare services using distributed 
wearable devices allow for the monitoring of 
health conditions and delivering of medical care 
to individuals, regardless of their location. As 
witnessed during the COVID-19 pandemic, the 
adoption of telemedicine and wearable devic-
es played a pivotal role in monitoring patients, 
providing consultations, and reducing the strain 
on healthcare facilities, while minimizing physical 
contact. Beyond pandemics, as shown in Fig. 1, 
various emergency and disaster scenarios, includ-
ing earthquakes, hurricanes, pandemics, and 
displaced populations due to conflicts or envi-
ronmental disasters where traditional healthcare 
infrastructure can be disrupted and the patients 
cannot be reached by the doctors, require the 
adoption of innovative solutions that adapt the 
use of distributed wearable devices in these dis-
tinct contexts, while highlighting their ability to 
facilitate remote triage, provide early warnings, 
and offer timely interventions, thereby improving 
healthcare outcomes and providing remote medi-
cal support to on-site operators.

In this context, we propose an advanced evo-
lution of a wearable tele-assistance system that 
utilizes distributed video cameras as a solution to 
bridge the gap between the system users (e.g., 
patients, disaster victims) and the system provid-
ers (e.g, clinicians, rescuers), even when physical 
presence of the medical staff is limited or imprac-
tical. More specifically, the system is designed 
to enhance remote intervention and support the 
on-site rescuers by allowing remote doctors to see 
the patients and interact with them.

The tele-assistance system presented in this 
article mainly relies on the following features:
•	 Remote Monitoring of patients conditions 

and medical tele-assistance: The system is 
equipped with high-definition video cameras 

that can be worn either by healthcare per-
sonnel in remote intervention areas or by 
also nurses in hospitals (e.g., for remote med-
ical consultation). Those cameras provide a 
real-time view of the patient’s condition and 
surroundings, enabling healthcare providers 
to assess the patient’s needs effectively and 
to interact with the on-site rescuers, support-
ing their actions. The video cameras also 
allow for remote monitoring of vital signs and 
physical therapy sessions, enabling healthcare 
providers to assess progress and make adjust-
ments to treatment plans as needed.

•	 Two-Way Communication: On-site healthcare 
personnel and/or rescuers can interact with 
the remote healthcare providers through the 
video camera system, enabling real-time con-
versations, questions, and clarifications about 
the patient’s condition, treatment plan, and 
recovery process.

•	 Secure Telecommunication Platform: The sys-
tem utilizes a secure telecommunication plat-
form to establish a direct audio and video 
connection between patients and healthcare 
providers. In this way, it ensures patient data pri-
vacy and complies with healthcare regulations.
As shown in Fig. 2, the system is built on three 

key components, that is, a client, an application, 
and an online dashboard. The client represents 
the wearable device, which is the helmet worn by 
the healthcare operators on-site.

The application acts as the core of the pro-
posed tele-assistance system, which allows the 
communication to flow seamlessly from the 
patients to the remote doctors, while securely 
transmitting data and enabling real-time interac-
tions. It can be installed and configured either on 
a local Portable Computer (PC) or on a remote 
one equipped with Internet access. Finally, the 
online dashboard acts as a bridge for doctors 
to connect with remote medical personnel and 
patients through the server. It mainly reproduces 
a meeting place where healthcare professionals 
can collaborate effectively, ensuring that patients 
receive the highest quality care no matter where 
they are. 

FIGURE 1. Reference Scenario.
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Going deep inside the structure of the system, 
its main components are described in the following.

Client: The client, shown in Fig. 3, mainly com-
prises five components. At its core lies the cen-
tral unit, Raspberry Pi 3b, which is a single board 
computer widely used for different embedded 
systems applications ranging from healthcare to 
smart agriculture and monitoring. With respect to 
the first version of the system, based on RPI 1, RPI 
3b brings a more powerful and faster processor, 
suitable to meet the computational requirements 
of the system. In our setup, the RPI handles all 
computational tasks and runs on the Raspbian 
operating system which is a Linux-based distri-
bution. It is complemented by a Logitech High 
Definition camera (C920) for the collection of 
the visual perspective of the wearer, a headset for 
the audio interaction, a 0.96-inch OLED (Organ-
ic Light-Emitting Diode) display placed on the 
rear of the helmet to show to the user informa-
tion about data connection and functioning of 
the helmet, and a 5000 mAH battery to power 
up the wearable system. The RPI is connected 
to Internet for the video call using a Huawei 4G 
dongle. The operation of the helmet requires a 
sequence of steps designed for user convenience 
and efficiency. Indeed, the wearable system was 
designed to be easily used by the healthcare 
operators that only need to switch on the helmet, 
making the connection automatic. The power on 
of the helmet initiates the boot sequence of the 
Raspberry Pi which subsequently triggers a back-
ground HyperText Markup Language (HTML) 
code that activates the video conference call 
feature. This streamlined process eliminates the 
need for excessive button-clicking by navigating 
multiple prompts, akin to a conventional video 
call, thus avoiding distracting the operator from 
his/her intervention actions. Simultaneously, a 
Python script runs in the background, displaying 
the helmet’s status on the OLED display, includ-
ing helmet ID, Internet speed, and Internet con-

nection status. These information are meaningful 
for the wearer that can deduce if the system can 
actually support the video call. This is particularly 
important in remote areas where cellular network 
coverage can be poor. In this way, our setup 
showcases the integration of these components, 
making the illustrated tele-assistance system a 
user-friendly and accessible solution for both doc-
tors and healthcare providers.

Dashboard: The dashboard used by the 
remote doctor is a web browser application, 
which gives a high-level overview of the tele-as-
sistance system. As shown in Fig. 2, it displays the 
current status of the helmets (i.e., connected in 
green/not connected in yellow) to allow the doc-
tors select one of the remote devices and directly 
get access to the video stream sent by it.

Application: The client (i.e., the helmet) com-
municates with the application through a Virtu-
al Private Network (VPN) using either the 4G 
or the WiFi network. The application hosts two 
separate servers: a web server and a video serv-
er. More specifically, any remote specialist pro-
vided with the required credentials, can connect 
to a web browser, select an available client, and 
then access the content of the video sent by it. In 
this work, we used the open-source NGINX web 

FIGURE 2. Testbed components.

FIGURE 3. Helmet Components.
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server, which provides Hypertext Transfer Pro-
tocol Secure (HTTPS) capabilities and is mainly 
designed for maximum performance and stability. 
This allowed us to overcome some of the system’s 
previous version issues where the reconnection to 
a helmet disconnected because of the lack of 4G 
coverage was not always successful. Regarding 
the video server, we relied on Janus, which is an 
open-source WebRTC server designed and devel-
oped by Mettecho [15]. The server simply allows 
to set up a WebRTC media communication with 
a browser and sends data to the other side of the 
communication in real-time. With respect to User 
space Video for Linux (UV4L), which was adopted 
in our previous work [5], Janus brings much more 
stability of the communication, a better video res-
olution and allows for the concurrent access to 
the same stream by different doctors.

Once the client powers up, the NGINX server 
springs into action, transforming the waiting call 
button on the dashboard into a green-colored but-
ton. This is allowed by the openVPN, which cre-
ates a secure tunnel linking the NGINX server and 
the client. When the remote healthcare specialist 
clicks on the green button, a request is promptly 
dispatched to the server bank. This request grants 
access to the remote operators, connecting them 
seamlessly with the waiting client.

It is worth noting that in this enhanced release 
of the system the application is designed to sup-
port multiple simultaneous calls from different 
specialists to different clients in remote locations. 
Moreover, as shown in Fig. 4, several doctors can 
simultaneously join the same “room” and access 
the same video stream, which brings further ben-
efits such as the ability for several specialists to 
remotely discuss difficult cases. This feature is 
important in the Emergency Service where dif-
ferent simultaneous interventions can require the 
remote medical support and, for each of them, a 
tele-consultation with a further remote specialist 
not present in the Operations Center (for instance 
a neurologist or a cardiologist).

Proof of Concept
To evaluate the performance and overall quali-
ty of the tele-assistance system, we conducted a 
set of experiments using a set of wearable com-
ponents. Each experiment has a duration of 5 
minutes, which is the average time of a remote 
medical consultation between a specialist and a 
patient and/or a nurse as reported by the health-
care operators and doctors during the experimen-
tation of the system within the framework of the 
Proximity Care Tuscany regional project. In fact, 
the tele-assistance system is currently in experi-
mentation in the Operations Center of High Tus-
cany at the Versilia Hospital of Camaiore, where 
it allows the connection with five healthcare 
operators teams operating in the remote moun-
tain region of Garfagnana. Upon the start of the 
experiment, the device is powered on. This pro-
cess takes 75s on average to complete. Following 
the startup sequence, the wearable device begins 
the process of establishing a connection to the 
server through the OpenVPN protocol. Once this 
connection is successfully established, the web 
browser can be accessed to initiate a video call, 
by simply clicking on the connected device. The 
video conference promptly starts thereafter.FIGURE 5. a) Grafana Dashboard; b) Round Trip Time; c) Average and Standard deviation of Round Trip Time.

FIGURE 4. Tele-assistance system video room.
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For the performance evaluation, we first con-
sidered a set of helmets connected to the serv-
er, and we evaluated their Round Trip Time (i.e., 
RTT), which refers to the total time required by 
a packet to be sent from the helmet, travel over 
the network to the application and then get back 
again. Through this metric, we were able to check 
both the connection availability and latency of 
our system. To do so, we implemented a contain-
erized application, Telemetry, composed of a poll-
ing script and the following open-source tools: 
InfluxDB and Grafana. The Telemetry application 
runs on the same machine that hosts our applica-
tion and periodically executes the Ping command 
in order to get the RTT. The polling time was fixed 
to 5s. Collected values were then pushed to the 
InfluxDB for storage. InfluxDB is an open-source 
time series database management system for the 
storage of metrics that are made available for 
querying by other components of the system. In 
this work, Grafana is used as the default client of 
the database to provide a visual and interactive 
representation of the metric time series. In Fig. 5a 
we plot the Grafana dashboard with 2 enabled 
helmets. Helmet01 on the left is connected 
(Green status) with the last RTT value displayed 
(i.e., 12.9ms) while helmet02 is shown as “offline” 
since it was disconnected during the tests.

In Fig. 5b, we plot the RTT collected over 5 
minutes for helmet01 when it was connected to 
three different networks: 4G, Ethernet, and WiFi, 
while in Fig. 5c, we provide the average and stan-
dard deviation values. The obtained results show 
that the helmet default network (i.e., 4G) provides 
a stable and low RTT (average value around 6.5ms) 
thus confirming that we were always able to estab-
lish the video communication between the helmet 
and the application. However, in case the helmet is 
not able to connect to the 4G network (e.g., poor 
4G coverage or not recharged Subscriber Identity 
Module (SIM) card), it can still connect through any 
available and previously configured WiFi network. 
For comparison purposes, we also considered this 
configuration and directly connected the helmet to 
a WiFi router, then we measured its RTT. As shown 
in the results, the obtained RTT values were simi-
lar to the ones obtained with 4G although some 
few spikes that were caused by the instability of the 
WiFi connection. This was also confirmed by a high-
er standard deviation value with respect to the 4G 
configuration. On top of that, we checked with an 
Ethernet connection, which, as expected, was stable 
and provided consistently low RTT values.

Next, we performed a scalability study to assess 
the performance of our tele-assistance system under 
different conditions. For each test, the video was run 
for 5 minutes, which, as previously said, represents 
the average duration of a call during an emergen-
cy intervention. The values were collected every 
10 seconds and the reported results represent the 
average of 10 experiment executions. First, we con-
sidered a case in which several devices (i.e., PCs, 
smartphones) are connected through the brows-
er to the same helmet to access the same video 
stream. This is a realistic scenario where several spe-
cialists are called to join the same “room” to discuss 
a complicated diagnosis case. Table 1 reports the 
average bitrate of the executed video for each con-
figuration (e.g., 2 concurrent clients, 3 concurrent 
clients, etc.). Results show that by increasing the 

number of devices simultaneously connected to 
the helmet, the average bitrate of the video remains 
stable. This confirms that the presented system is 
able to provide stable performance in terms of data 
rate and, consequently, in terms of Quality of Expe-
rience (QoE) of multiple video calls whose quality 
is not affected by the increasing number of doctors 
connected to the same video call. These results also 
demonstrate how the system scales well without 
any impact on the quality of the video. In a second 
experiment, we varied the number of helmets simul-
taneously connected to the dashboard while one 
doctor was connected to each helmet. This scenario 
represents the case where several doctors and/or 
nurses are connected to the dashboard from differ-
ent workstations and are interacting with different 
healthcare operators to check the status of differ-
ent patients. Also in this case results show that the 
number of simultaneously connected helmets has 
no impact on the quality of the running videos since 
the bitrate remains quite stable.

Conclusions
In this article, we presented a tele-assistance system 
that allows for remote medical support in emer-
gency and disaster scenarios. The system is based 
on the open-source WebRTC technology, which 
provides real-time communication between remote 
clinicians and patients or affected populations. The 
system was implemented and experimentally tested, 
and the preliminary results showed its feasibility and 
efficiency in presence of several concurrent users. 
In future works some aspects can still be addressed. 
One example regards the integration of an AI/ML 
module at the server side that analyzes the video 
frames in real-time and detects some disease symp-
toms such as those of stroke (e.g., arm weakness, 
movements of the arms and facial expressions, 
speech problems). Another aspect regards hard-
ware with the introduction of more compact com-
ponents (e.g., smaller battery and Raspberry board) 
that would fit within the helmet’s headphones.
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TABLE 1. Scalability study.

Number of remote doctors 
simultaneously connected to 1 

client (helmet)

Average bit rate 
[kb/s]

1 548

2 566.27

3 577.94

4 561.49

5 572.34

6 582.37

Number of simultaneously 
connected helmets

Average bit rate 
[kb/s]

1 548

2 552.07

3 532.39
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