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Abstract—This paper investigates application of feedback
based control mechanisms to the problem of scheduling soft
real-time tasks, so to meet certain quality of service (QoS)
requirements. First, a stochastic model is introduced for a
task evolving under the effect of a feedback based controller,
where the uncertainties due to the apriori unknown execution
times of the jobs are catched in terms of an input stochastic
process. The problem of control is formalised in the stochastic
domain, by expressing QoS requirements in terms of stochastic

properties to be satisfied by the system state evolution process.

Control laws satisfying some of the stated requirements are
introduced, and fundamental facts are proved on the closed
loop system dynamics under the effect of such controllers,
such as stochastic stability. Finally, experimental results are
presented gathered by an implementation of the controllers in
the Linux kernel, showing feasibility and effectiveness of the
proposed approach in controlling the QoS experienced during
a video decoding application.

I. INTRODUCTION

any danger for the integrity of the system or for the people
safety. As an example, for a video streaming application
it is not necessary to decode every frame within a fixed
interval as long as fluctuations in the decoding rate do
not overcome the threshold of human perception. In this
context properly designed schedulers offer considerably
better performance than conventional solutions. The most
important feature required to these scheduling algorithms
is to approximate a “fluid” allocation of the resources such

as Resource Reservation (RR) [2] and Proportional Share
[3]: the scheduler can allocate a fraction (bandwidth) of

the shared resources to each task (in the sequel we will
restrict to the problem of CPU allocation). This technology

is not by itself sufficient to solve the problem of QoS

driven CPU allocation to tasks: how should one choose
the bandwitdth allocated to each task ? This choice is
dictated by the execution requirements of each task that
are hardly known beforehand and may dramatically change

The ubiquitous presence of networked computing systems time. This is a strong motivation for the application of
in consumer electronics has emphasized the importance feedback control to adjust the bandwidth based on QoS
appropriate resource allocation policies: i.e., a limited poaheasures. It is noteworthy that for a feeback solution to be
of computing elements and resources have to be sharadceptable in this context, its introduced overhead must be
between different contending requests so that each usergligible as compared to the normal bookkeeping activities
receives a specified level of Quality of Service (QoS). Thisf the scheduler. A first proposal of this kind for time
problem offers important opportunities for the applicatiorsharing systems dates back to 1962 [4]. More recently,
of feedback control theory. Generally speaking, the amouifieedback control techniques have been applied to real-time
of resource necessary to sustain a specified QoS level for scheduling [5], [6], [7], [8] and multimedia systems [9],
application changes in time and a feeback based adaptatid®]. Owing to the difficulties in modelling schedulers as
can make the resource management more efficient providdgnamic systems, these works could offer little analytical
that an appropriate set of “sensors” be available to colleetvidence of the effectiveness of their approaches. The use
measurements. of scheduling algorithms such as the RR allows us to fill in

This type of applications has gained momentum in théhis gap. Based on a precise dynamic model for the system’s
last few years with particular focus on the control ofevolution, a switching PI strategy was developed [11] and
computer networks and queues [1]. An emerging trenfbrmal proofs on the stability of the resulting schemes were
is the application of feedback control techniques to theffered in [12]. In [13] ad-hoc nonlinear feedback laws
management of shared resources inside the operating systeere proposed for the system. The sequence of execution
of a computer. In a modern computer system, even themes for a task plays the role of a noise term, which is
simplest one, it frequently occurs that multiple softwareharacterised in terms of its worst case effects on the system
programs (tasks) run concurrently competing for the use stability. A significant drawback with this approach is that
CPU, RAM memory, disks, etc.... The operating system iany knowledge on the stochastic properties of the execution
the component in charge of scheduling the access of taskmes process is dissipated. On the other hand, it frequently
to the shared resources. This activity becomes particulartyccurs that such a knowledge is available (e.g., the decoding
challenging when the applications implemented by softwarime of a MPEG player) and that it can be leveraged to
tasks are time-sensitive, as it is the case of a multimedimprove the system’s performance. To achieve this goal,
application. In this case schedulers have to allocate thike control design problem is best attacked in the stochastic
machine resources so that real-time constraints are mdbmain.

For many applications real-time constraints adt i.e., The first goal of this paper is to show possible feedback
occasional violations entail only QoS degradations withoutesign laws based on the theory of stochastic control. The



second goal is to show a stability criterion that can béechniques; for reasons explained below we will assume
applied to assess the stability of the closed loop systesmall values ofP() as compared to the task peridd?.
in a stochastic sense, i.e., the existence and uniquenéssder this assumption it is possible to show that RR
of a steady state invariant probability distribution for thescheduling approximates a fluid allocation of the processor,
controlled quantity. The technological feasibility of thei.e. one where each task executes as if on a dedicated slower
proposed approach by means of a minimally invasive sgrocessor having speed equal to a fraction (equai‘tp of
of modifications to the Linux Operating System is showrthe real CPU. In order to illustrate this concept, define the
in [14]. virtual finishing timev,(j) as the time ajobl,i’) would finish
if it were running on a dedicated processor of spéed

Il. PROBLEM DESCRIPTION times the real CPU speed. It is possible to prove [17] that, if
the RR paradigm is strictly applied (i.e. a task) receives
actly QU ticks every P() even when more processor
could be available), then the relation

In this section we describe the problem of QoS control i
soft real-time systems. Before getting into the presentatio
of the problem, we need to quickly introduce some basiEme

concepts and terminology concerning real-time scheduling. v,(j) 50 < f,gi) < U,(f) L5 1)

A. Basic definitions on real-time processor scheduling holds, wheres®) £ (1 —5(")P(), showing that a resource

A real-time computing system consists of a set of Concurr_eservanon s_chec!uler approxmates_ a ﬂu.')d allocation up
to a granularity dictated by the choice #f?). Based on

rently running software activities (task§y(”,i =1,..,n}. . : e
Each taskr() is a program consisting of a stream of jobsth's result, the dynamic model used for control design in

(execution instances{J,ﬁi)}k:LQ,_, The k% job Jéz) of this paper assumes a fluid allocation. Furthermore, this

he ith K arri e b bl mﬁé abstraction allows us to apply the results shown in this
the ;" task arrives (i.e. becomes executable) at t paper also to other classes of scheduling algorithms that

and requires a variable computation tie€’; the finishing approximate a fluid model, such as Proportional Share
time of J;"”, depending on the scheduling performed byPS) [3]. Note also that, from a practical standpoiRt?)

the Operative System (0.S.), is denotedfé”%. For real- cannot be chosen too small, because of the higher overhead
time taks, each job/\” is associated a deadling”’, introduced for the frequent context switches between the
which is said to berespectedif f{” < d\”, violated tasks. _

otherwise f’gw > dg)). While in the hard real-time setting Clearly, whenever muItlpIe' taskis) populate a processor,
all deadlines must be respected, for soft real-time task8€ total sum of the bandwidthi”) cannot exceed the
occasional deadline misses can be tolerated provided tHYPCeSsOr's availability of computing powel:,; b < 1.

this deviation be kept in check. We will be more formal orf*S @ matter of fact, depending on the efficiency of the

this issue later. For the scope of this paper, we will consid&cheduling algorithm, the total avai(lgbility of bandwidth
only periodically activated tasks, i.e\” = kT, where MY N general be lower thah:}_; 0™ < U < 1.

T is the task’s activation period. Moreover, for the sake
of simplicity, the deadline of a job will be set equal to theC. Quality of Service metrics and dynamic model

activation instant of the next one,” = ry} . In order to properly adjust the scheduling parameters

A quantity of interest for some real-time applicationsie.g. (9 and P(®) of each task, it is of paramount
based on periodic tasks is the so cafig@r on the finishing  jmportance to quantify the Quality of Service (QoS) that
time, defined as the diﬁerend@,ﬁ” = ,i’) - ,ﬁ‘_)l —T®.  the task experiences during its execution. Since in our
A small value of the jitter allows one to consider the tasknodel we tolerate occasional violation of the deadlines, it
as a fixed delay element and to use this information in thig reasonable to use, as QoS metrics, shleeduling error

design of the overall system. (s.e.) defined as the difference between the finishing time of
a job and its deadline, measured relatively to the task period.
B. Resource Reservation scheduling Referring to the quiq aIIoca(tii)or(li(gssumption, the definition
. . . 7 v —d,, . .
As multiple tasks run on the same CPU, a schedulingf this quantity isef) = Y5k, An ideal bandwidth

algorithm is needed to mediate contending requests eflocation would be one for whicb,(j) = 0 for all ¥ and
execution. The present work is focused on the analysis and Indeed, bothe,(j) > 0 and 555') < 0 are undesirable
control of a set of tasks scheduled according to a classtuations, since in the former case the job does not respect
of algorithms known as Resource Reservation (RR), firgts timing constraint, whilst in the latter one it is given more
proposed in [2] then developed in [15], [16], [17], [18]. bandwidth than strictly required, stealing resources to other
Using such techniques, each task) is associated a pair possible activities into the system. Concerning the problem
[Q®, P4)] meaning that the task is guaranteedwdget of controlling jitter fluctuations, instead, it is easy to see
of Q¥ execution time units for every allocation periodthat, if the evolution otff) is constrained im small interval,
P whenever in need. Thus the ratif) £ % is the then also the jitter is bounded in a small interval.
utilisation fraction of the CPU allocated to the task. The For notational convenience, the task supersgfiptwill
allocation periodP(¥ may be arbitrarily chosen in RR be dropped from now on whenever all cited quantities



refer to the same task. Furthermore, the symhalill be  of interest that will be considered later for the purpose of
used as a shortand fer,/T. The dynamics of, will be  stochastic staiblity is the one where the stochastic variables
characterised by a functiafi~(-), highlighting dependence {Cj} are independent and identically distributed (i.i.d.).

of the s.e. value at the next step from the s.e. at the current

step, the allocated bandwidth for the next job executions, Stochastic evalutation of control performance

and its actual computation time. This may be formalised as As far as the current work is concerned, quality of service

[19] is defined in terms of the scheduling error experienced by
erp1 = Sc(e, ey br) = s(e) + Sk _ 1, (2) a task. Given the representation of the s.e. evolution as a
bk s.p., the QoS experienced by a task can be defined in terms
where s(-) is defined ass(z) £ z if z > 0 and s(z) £ 0 of the stochastic properties of that process. Specifically, the
otherwise. first order probability density functiorfe, (-) may be used

to make qualitative comparisons among different control

algorithms, by plotting the resulting distributions on the

] . . ] __ same graph. A precise assesment of the effectiveness of an
In this subsection a stochastic evolution model is ingigorithm in controlling the s.e. evolution may be done on

troduced for the system under consideration, where a{ha pasis of the achieved s.e. expected valge= E [&]

time-varying quantities of interest introduced so far are d standard deviation. — E {(5 —1e)?| . Another
modeled as discrete-time stochastic processes (s.p.), with | ) & — ok~ Hey J . .
the time instants at which a task evolution is observed beir{ﬁemcS of mteres_t can b.e Qeflned n tem?s of the probability
equal to the job finishing time§f;}. Thus, the following t ‘T"t. thlf s.ge. reIS|de§ Wr';[h'n ta' prefixed w;rergahea; th?
notation will be used in the remind of this section: given Lnan r{& € I}. Such metrics, generally dependent on

discrete-time stochastic proceS¥;}, fx, (z) and Fy, (z) Zhe time shubscrlpkt,hwnl asigme particular rerllevan;:e r1:0r .
will denote, respectively, the probability density function” . whenever the resuiting process reaches stochastic

(p.d.f.) and the cumulative density function (c.d.f.) for theequilibrium, representing the expected behaviour of the

stochastic variable (s.v.Xy; 1x, and ox, will denote, closed loop controlled system in the long run.
respectively, the expected value and the standard deviation
of X;. Finally, Pr{-} will denote the probability operator, lll. CONTROL SCHEMES
which applied to an event outputs the probability that the This section explores control schemes dictated by dif-
event occurs, andZ[-] denotes the expectation operatorferent requirements on the closed loop system behaviour.
which applied to a s.v. outputs its expected value. The primary purpose of each controller is ensuring that the
For each task, given the impossibility of exact predictiveexperienced QoS does not degrade below acceptable values;
knowledge of the job execution times, the sequefice: in terms of the scheduling error this means thatshould
is modeled as the discrete-time, continuous-state{¢/p}, Nnever be too positive (meaning a severe violation of the
where thek! job execution time is modeled as the <. deadline). In addition, we aim at an efficient utilisation of
The control action can be modeled by a functm(].) that, the CPU: the bandwidtlh, allocated to each ]Ob should
at each stepk, assigns the bandwidth to be reserved fope minimal to make room for other applications. The
the next job depending on the current system state and tlferent control schemes presented below achieve different
sequence of past job execution times. Any case, the assigﬁé%{jeOﬁS between these two requirements. Their behaviour
value cannot be greater than a prefixed lilji €]0,1] that is specified in terms of the stochastic properties of the

D. Stochastic model

is allocated on a per-task basis: system’s expected evolution for the next step, given current
state and the predicted behaviour of the proa@ss The
b = B(ek, B, {cr—1, cx-2,-. }). () structure of the resulting controllers is comprised of two

Defining the initial scheduling error as; £ 0, and blocks (se_e Figure 1): a block predicting !nformatioq on
considering the dynamic evolution in Equation 3 and 2the evolution ofC} (predictor) and a block implementing
the sequence of bandwidth and scheduling error valudsféedback law based on the measured value, aind on
are modeled as stochastic processes as well, respectivélg information received from the predictor. .
denoted agB;,} and{&,,}. Evolution of the s.e. process is Generally speaking, the. stochastic requirements will be
stated in terms of the relation between stochastic variablé'mulated below as conditoned probabilities and expecta-

given by theG function introduced above: tions, where the conditioning event is the knowledge of the
system past evolution that the controller uses. In particular,
Ers1 = 60(Ex, Bi, Cr) = s(&) + Gk _ 1. (4) ifthe procesqC}} is correlated, a good prediction is based
By on the knowledge of the past samples{@f;}. In order to

The stochastic properties of the proc¢ég } are applica- formalise this concept, we first introduce the vectgrof
tion specific, depending on the type of required computatiopast computation times occurred during a task evolution up
activities. For example, an MPEG decoder is modelable by a statek as z, = [cx_1,ck_2,.--], and its stochastic
a s.p. with a different type and parameters than a controbunterpartz;, = [Ck—1,Ck_2a,...]. Then, we observe
application. Thus, feedback mechanism to use is to bat, in case of correlatedCy}, the expected behaviour
calibrated on specific classes of applications. A simple casé the input process, as well as the expected QoS achieved



Task strictly necessary’y. In stochastic terms, this goal can be

cC formulated as follows.
Requirement 1.Given a s.e. evolution rangé and a

probability p, at each stef: with &, = ¢, € Z, guarantee
R.B. Scheduler that Pr{€x11 €T | & = ex} > p.
The following result provides a family of control laws
meeting this requirement.

Proposition 1: If, at each stepk, an interval[hy, Hy] is
known to the controller, such th&{C}. € [hg, Hx|} > p,
then Requirement 1 is satisfied by any controller choosing
a bandwidth value in the randB(e) €

Hk . hk
1—|—E—S(€k)7mzn{l—e_s(fk)’BH}]’ (5)

under the assumption that+ %E >1- % and By >
Fig. 1. Control loop. Assigned bandwidth depends on the current s.?{k k k
value and on the predicted behaviour of the input process. '

QoS Controller

1A

Predictor [ ----

Proof: PT{gk+1 S [—G,E] | &L = 5k} = PT{bk[l —
e—s(ex)] < Cp < bi[1+ E + s(ex)]}. Choosingby, in the
at the next step, are not only conditioned by the currefi@ng€ dictated by Equation 5, which is guaranteed to be not
s.e. values;, but also (potentially) by the entire input 8MPLy under the stated assumptions (see [13, Theorem 1]),
process history represented by, and known (in principle) MPliesbi[l —e—s(ex)] < hy andby[1+E+s(ex)] > Hi,
to the controller. This is translated in conditioning alltNus: Pr{bx[l —e —s(ex)] < Cp < bi[l + E + s(ex)]} >
wWorihe < Cr < Hi} > p. n

involved probability and expectation operators used belo X : \
for the purpose of stating requirements and properties of iearly, with the introduced controller, covery policy
must be undertaken when the state falls outside of the in-

various controllers, not simply to thgf, = ¢} event, but ; > -
variant setZ = [—e, E|]. A reasonable policy is a minimum

to the joint{&; = ex A Zr, = 2} event. Note that, in the Y L X
simple case of independefi€;} process, the past history iMe strategy; it corresponds to choosing, fgr> L, the

2 does not carry any valuable information. For notationdl@imum available bandwidth that preserves, > —e
simplicity and without loss of generality, in the discussionfVheneverCy, > hy. This can be formulated a8 (cx) =

below, we will refer to this simpler case. {mm {BH, g } ifE<ep<l—e

(6)

Clearly, conditioned stochastic properties ensured by the I—e—ek
different control schemes are not generally related to the By ifer>1—e
unconditioned properties. The latter can only be assessedrhe just introduced control law is equal to the one intro-
on the invariant steady state distribution, if it exists. Thigjuced in the context of deterministic systems in [13], where
topic will be discussed in the next section. also necessary and sufficient conditions for its existence are

A common requirement for all control schemes — implicstated, along with a detailed discussion of its properties.
tily assumed in the discussion below — is that the bandwidth The prediction algorithm for constructing the interval
chosen by the controller cannot exceed a maximum valt{gk, Hy] is application specific. As an example, for a video
By Furthermore, all control schemes have been designg@coder, it could be possible to perform a quick estimation
with complexity in mind: the computations that take placeyf the upper and lower bounds for a frame decoding time by
within the OS before a scheduling decision need to bRoking at the frame structure before starting the decoding
reduced to the bare minimum. itself. For independent, identically distributed (i.i.cC),

such interval does not depend én

A. Stochastic invariant set

In the first control scheme, it is assumed that, at ste- Stochastic dead-beat
k, the predictor provides an intervity, Hy| whereCy, is The invariant-based technique presented above provides
expected to fall with a high probability. The control goal isthe user with a relatively fine control of the system per-
constraining the evolution of the s.e. within a fixed intervalformance by different choices of the interval extremes.
called invariant setZ = [—e, E], with e € [0,1], E € However, this freedom for some applications can also be
[0, +o0[, whenever the input process respects the predictioa.source of unrequired complexity in the parameter tuning
It is possible for the s.e. to occasionally evolve outsidand in the design of the predictor. In some cases, an effective
of the invariant set, due to wrong predictions. Differengoal can just be limited to the control of the next s.e.
tradeoffs can be achieved by different choices:@nd E.  expected value, as formalised in the following.
In particular, if the only concern is the probability of a Requirement 2Fixed atarget s.e. values*, guarantee
deadline miss, one can simply sBt= [—1, E], whereas a thatE[Eyy1 | &k = ex] = €*.
narrow Z corresponds to requiring small jitter fluctuationsThe following yields a control law satisfying such a require-
so that the assigned bandwidth remains always close to theent.



Proposition 2: If, at each stepk, the expected value Proof: The expected total cost (conditioneddp = ¢,
e, of the next job execution time”, is known, then omitted for notational convenience), under assignment of

Requirement 2 is satisfied by a controller settif:;,) = by = b, results:E [W (Exy1,b)] =
H . Hoy,
e e <l-Er @ C ?
By ifer >1— bk = E <S(€)+b1> F(I=7b=
Proof: The relation 4 directly implie[Ex41 | &k = ) .
ex] = s(er)+ g[(f:% —1. By imposing the expected nexts.e. _ {[5(8) g %C the Hcls(e) — 1] } (1= )b
value to be equal to the target valsig it is easily obtained b? b
Bex) = % Searching the minimum oF [W (41, b)] leads to:
- - k

Considering the upper bound constraint on the set of pell —s(e)] ok + pd
possible bandwidth values, the proposition statement easmE [W(e,b)] = 27{ b2 - b3 }+1_7 =0
follows.
A particular case of interest is obtained by settirfig= 0 in 5 1 9y ( o2 5
Equation 7, achieving, at each step, a null expected schedul- 3 _ ypclse) =1, 2loe +pe) _
ing error for the next job. As compared to the invariant L=y L=n

based controller, the SDB requires a looser knowledge

; X A qfhe final solution is obtained using the well known formula
the input stochastic process, i.e. just flg, parameter.

for polynomials of third degree. It is also possible to verify
that this value ofb corresponds to a minimum of the
C. Optimal cost expected cosE [ (e, b)] . Proof of this fact can be found
One of the most effective way of trading performancen [20] and is omitted for the sake of brevity. ]
(QoS) vs command cost (bandwidth) is by formulating Remark 1: The above shown formula can also be used
the control problem as an optimal control problem. Takingn the case of imaginanj(e), by making computations in
inspiration from the dynamic programming techniques [lthe complex domain, and with a proper computation of the
pgg. 536-542], it is possible to define, for each statévo cubic roots, so that in the final sum the two imaginary
transition, acost function depending on the system state aparts cancel each other.
the next step and the bandwidth allocated at the current stepThe controller based on this approach is the most flexible
W (ek+1,bx). Then, the control law chooses the bandwidttamong the presented schemes: different tradeoffs between
so as to optimise the cost function. QoS and the applied bandwidth are simply decided by
As an example, we have analysed a cost function thghoosing a value for.. However, required computations

depends linearly from the assigned bandwidth value, angte quite involved and their viability inside the OS is still
guadratically from the achieved value of the s.e. at the neghder evaluation.

step, where a weight factor €]0, 1] is used for tuning the
importance given to the s.e. deviation with respect to the one

given to assigning high bandwidth values. Such cost optimal  |\V. STOCHASTIC STABILITY OF THE PROPOSED

requirement on the stochastic evolution of the system may CONTROLLERS
be formalised as follows.
Requirement 3:Given the cost functioiV (ex11,bx) = When evalutating correctness of the QoS control strate-

vsiﬂ + (1 — v)bg, with v €]0,1[, associating, at each gies introduced above, two properties are of great interest:
stepk, a cost to the next system transition, guarantee thatochastic stability, i.e., the existence and uniqueness of
the expected value of such caBt[W (Ex41,b) | & =¢], an invariant probability function fof{&,} whenk — oo,
conditioned to the current system state, be minimum.  and ergodicity of the resulting process. In the following,
This problem may be solved in closed form, as reported iwe focus on the simple case of i.i.d. job execution times.
the following result. Extensibility of some of the exposed concepts to the more
Proposition 3: If the mean valueuc and the standard general case of not i.i.d. input process, especially in those
deviationo of the next job execution timé’;, are known, cases in which the application domain allows the correlated
the bandwidth assignmef (<) satisfying Requirement 3, input process to be tightly modeled as an independent
subject to the constrain®B(s) < Bpy, is given by the process filtered through a linear system, is still work in

formula progress and needs further investigation.
. This section, after expliciting the Markov operator asso-
Be) = min{{/p+0@) + Vo), Bu . ' : . 550
©) min Vo +0(e) + /o = 8(e). B ciated to the system evolution, provides two general criteria
A V(0% + 1E) stating sufficient conditions for the existence and uniqueness
P (1—7) of an invariant p.d.f. for the controlled system. Such criteria

5 o112 5 3 are directly applicable to all of the controllers introduced
\/P("CW} n ( gy 3(5)]> . so far. Then, some properties of the stochastic equilibrium
L—n 31—nv are stated as well.
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A. Basic definitions and Markov operator (a). As shown in the note at page 58 of [21], a MC of

In this section, we will use terminology and results take he form £y = F(&, Ci), with {Cy} iid., is weak-
eller if F'(-,y) is continuousvy. In our case.F(x,y) =

from [21], comprising the concepts of Markov Chains (MC) v Jisal i der th i
as defined in section 2.2, and weak-Feller property of a Mé,(x)+ B(z) - IS @ways conlinuous, under the assumptions

as defined in (2.2.2). Such definitions are not reported hetaat the®(-) function be continuous and strictly positive,
for the sake of brevity. as from thg assumptions. .

Let fi(-) represent the p.d.f. of the scheduling error at (b). Define V' as V(z) o z*. Then, B[V (Ekt1) |
stepk, and letfo(-) be the scheduling error p.d.f. at stepsc = @] = E|(s(z) + 585 —1D?| = [s(2) — 1J* +
0. The system may be associated a Markov oper&tar u%jgzc +2[s(x) — )£ < 22 — 1+ bfy(x), where last
D — D, where D denotes the set of probability densityjnequality must be verified. For positive values of we
functions on the[—_1,+oo[ range, such thafk+1_ = Pf. have:2(1 — ) (1— e ) n ué;aé < bfo(x). Consider
When the system is controlled by an appropriate (this will B, T B _
be discussed more deeply later) 18-, it is expected that (e valuez™ defined asz* = max{ey,1}. It is clear
the function sequencgf, } converges to the invariant p.d.f. that. if e < By, Vo > 27, the left member becomes
£ = limy—+o0 f4, independent fromy; (-), and possessing negative, .and dlvgrges teoco as ¢ — oo. Thus, due
the fundamental property of being the fixed point of fae (O the strictly positive lower bounds; > 0 on B(z),

operator, i.e.f = Pf. a b value satisfying the inequality always2 exists: >
The Markov operator for our system can be easilylaXze[—1,2+] {ﬁ TQ(l - ) (1 - 15(3)) + Mmfj(g)c}t
explicited by considering the probability,1(y)dy = For negative values of z, instead, we " have:
Pr{y < &1 < y + dy}, the relation 4 between the 2 (1 — é‘@)) + “gj(g)c < 2% 4 bfo(x). As
stochastic variableg;, Cx,Er+1, and conditioning to all , ° ¢ [<1,0], it is sufficient to take: b >
possible values of the scheduling error at the current SteRux {# 9 (1 — sc_ pE+od 2]V
leading to vel 100 | fo(@) _ Bl@)) ' BE(z)
Thus, the finalb value is the maximum between the two
cases. ]
+oo Remark 2: Actually, the just stated theorem proves ex-
Pfly) = /_1 fo [B(@)(1 +y — s(x))]B(2)f(z)dz.  jstence of an invarianprobability measureas defined in

(8) section 1.2.1 of [21], and not of a probability density

Another quantity of interest, when dealing with propertieguntion. For the sake of simplicity, measures have not been

of our system at stochastic equilibrium, is techastic used in this work, even if a formally correct statement of

kernelassociated to the operat®r i.e. the functionk (z,y)  the found results should make use of them.

such that:Pf(z) = [ K(x,y)f(y)dy. From the explicit Given the p.d.f. of an input process modeling a real ap-
representation oP of Equation 8, it easily follows plication, and a control functio®s(-), the stated result

allows to check the existence of an invariant p.d.f. for the

K(z,y) 2 fo [By)(1 +z — 5(y))] B(y)- (9)  closed loop system dynamics. This is not all what one

may want to check. In fact, theoretically, the sequence

B. Sufficient conditions for the existence and unicity of aﬁf’“} may converge to an'mvanant p.d.f. only when s”tartlk:\g

invariant p.d.f. fom some states, and it may not converge at all when

starting from other states. Furthermore, multiple invariant

Theorem 1:Consider the system defined by Equation 4p.d.f. functions may exist for the system under examination,

evolving under the action of an input proc€%, } i.i.d., for each one reached starting from a different set of starting

which the mean value and standard deviation exist, undetates. The following result provides a criterion that allows

the control of a generic control functidh(-) satisfying the to assess unicity of the invariant p.d.f., provided that further

following requirements: assumptions on the input process are validated.

(b1) B(+) is continuous Theorem 2:Suppose, in addition to the assumptions
(b2) B(-) is upper bounded by > uc, andVe > ez, made in 1, that the input process p.dff:(-) is strictly
B(e) = Bu positive in an intervala, b] such thate < B, < By < b,
(bs) B(-) is lower bounded by &;, > 0. and is null if¢ < a. Then, a unique stationary p.d.f. exists
Then, an invariant p.d.f. exists for the scheduling errofor the s.e. evolution, and the system is ergodic.
evolution. Proof: Due to 1, a stationary p.d.f. exists. Then, it is

Proof: The proof is given applying theorem 7.2.4 insufficient to apply Proposition 4.2.2 in [21], stating that if
[21]. This theorem states that sufficient conditions for tha MC is irreducible, and admits an invariant p.d.f., then the
existence of an invariant probability function are: (a) thenvariant p.d.f. is unique and the MC is ergodic. In order
MC respects the weak-Feller property, and (b) fixed an ate prove irreducibility, we have to show that the expected
bitrary, continuous, strictly positive functiofy(-), with the  number of visits to any setl (with non null measure) is
property thatlim, ., fo(z) = 0, @ nonnegative numbér positive, given any start state which may also be written
and a nonnegative measurable functiof) not identically as:Vz € [0, +oo[, VA s.t. ¢(A) > 0, > >7, P"(z,A) >
null exist, s.tVe, E[&i41 | & = 2] < V(z) —1+bfo(x). 0, with the transition probability functionP given by:



P(z,A) = [, K(y,z)dy. We will prove that, starting Proposition 5: Given assumptions of Proposition 4, if
from any statexz, there exist a sequence of expanding’e < 0, B(¢) = By, and f leads to a positive probability
ranges{R, = [an,b,|} Of y values whereK"(y,z) is of negative s.ep = f_ol f(z)dx > 0, then the following
certainly strictly positive, and that this sequence convergesnditions hold

to the entire state space, far — oco. In fact, K(y,z) = 1_ 1 B
fo[B(x)(1+y - s(2))] B(x), and B(z) < By imples 2 4 P o — B, > upp < ZE (10

o B
B(x)(14+y—s(x)) < Bu(1+y—s(z)) < bwhich is implied Lo PH o T o
by anyy < 2 + s(z) — 1 > s(z). FurthermoreB(z) > B I('-;roof. EEqucitlon 4 1|mpllis. Eg“g -
By implies Bl)(1 4y — s(e)) > Byo(lty—s(e) >a EBEN + Blg%s| - = [s(&)] +
which is implied by anyy > & + s(z) — 1 < s(z). This  E[C}| E [%} 1 _ [ af@)de +
means thaty = s(z) — (1 — £&), b1 = s(z) + (&&= — 1)); 0 Yoo 1

3 " =+ f(z)dz + f(x)de| — 1 2
s a1 ). s = by (e and e 1€ /1 52 Fho w6 /) }
upper bound of each set grows of a valyé- —1) > 0 for Jo “wfl@)dr + FEp + pL(l - p) — 1. On

each set in the sequence. Proof if concluded by observir%f;e other hand, at the stochastic equilibrium,
that the region{e < —(1 — #-)} is never reachable, in : 1] =[2,xf(2)de + [ xf(x)de holds, thus
any number of steps, thus it is sufficient to exclude it fronit follows

the state space, and also from the possibialues, in the 0

proof. Thus, on the remaining range(1 — =), +oc[, the / af(x)de >
MC is completely reachable, thus it is irreducible. = B

Using the above criteria it is immediate to show the follow\ow, from the last theorem conditiogﬁfl f(x)dz > 0,

ing result. immediately follows [° = f(z)dz < 0, directly leading to

. Corollary 1. The SDB and the' cost optimal cgntrollersth first proposition assertion. Furthermore, it is possible to
introduced above guarantee existence and uniqueness, Qfi.. o < uc FAC (1 _p)—1 > LSy He (] _p)—] =
an invariant probability function. Furthermore, the resulting.c _ | |e§én€1 o the sicond_aggeetior?HFinalzlj rewritin
{&k} process is ergodic. Ba o T 9 L - Hhatly, 9
. IO this as1 — Zz=p > £2(1 — p) > 0, the third and last
Concerning the invariant-based control, a degree of fre%—S sertions are verified" -
dom has been left on the choice of the bandwidth value .

: . . . ' Note 1: The just stated proposition gives guidelines on
which may be any in the rgng_e @ctated .by Eguanon 5{he choice of theBy and By, parameters, within the control
whenever the current s.e. is inside the invariant. Thu

. : y o . Faw. In fact, first relation in Equation 10 dictates the upper
the just cited stability criteria may be applied once any, Iy . :
. . X Jound to the probability of negative s.e. at the stochastic
continuous function has been chosen, with the constram? BN .
. . . equilibruim, onceB,, By anduc are assigned.
of connecting continuously to the recovery policy of Equa-
tion 6.
Remark 3:Conditions stated in theorem 2 are overly V. EXPERIMENTAL RESULTS
conservative. They can be relaxed still preserving irre- In this section we report experimental results gathered on
ducibility of the MC and, eventually, unicity of the invariant a real Linux system. Experiments are based on a modified
distribution. This topic needs further investigation. version of the Linux scheduler implementing a resource
. ) o reservation policy, based on a slightly modified version of
C. Properties at the stochastic equilibrium the Constant Bandwidth Server algorithm found in [22].
Proposition 4: Consider the stochastic system defined bymplementation of such QoS support into the Linux kernel
Equation 4 evolving under the control of a generic functiomas mainly been carried on as part of the OCERA project,
B(-) upper-bounded by3y < 1, and for which the job a EU funded project. The base modifications to the original
execution times are i.i.d. stochastic variables. Suppose afhux kernel are based on a loadable module that, once ac-
invariant p.d.f. f exists for the system, and define thetivated into the kernel, intercepts scheduling-related events
expectation operatoE; as Ef[g(X)] £ [ g(z)f(z)dz. If  allowing the execution of further computations. Further

both uy = E¢[€] = [xf(z)dr and E [#} are finite, architectural details can be found in [14].

e Hc
fatel e oy o1
B Pt BH( r)

B(E
then By > uc. (&) In order to prove effectiveness of the proposed approach
Proof: Equation 4 impliesE [Ex11] = F[s(&)] + in controlling the QoS levels experienced by a user, we
B ?c) 1 _E[S(gk)]+E[Ck]EL (1 ) _1. where focused on the context of multimedia applications, and
B(Ex - B(E ’ : . .
the IasAt equality holds because of the sktochastic indepe .—p"ed our feedback based scheduling mechanism to the

inet MPEG video player. The original application has

dence betweer;, the next job execution time, ané, P
the current job s.e. value. Under the theorem assumptio gen modified in order to allow us to apply the feedback

and considering a sufficiently largefor which the system dsed QoS control only on the video decoding thread, which

has reached the stochastic equilibrium, the p.d.f€qf; 'Sj{ thg motstdcrltlialtﬁart Otf tT_eIIpIz:])_/err] féom a_sche_stJ_Ilng
must be the same as the p.d.f. &f, leading touy = standpoint, due 1o the potentially high dynamic vaniations

1 e on the computation demand. All experiments shown in this
Ey [s(&)] + pckly [m —1 > py+ 5% — 1, from

which the stated proposition easily follows. ] IMore information can be found at the URL: http://xinehq.de.
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Fig. 2. Scheduling error experienced with a bandwidth statically fixed to

b, = 0,155. [5]
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Fig. 3. Scheduling error experienced under the action of a SDB controller
with a saturation value of 18%.

[9]
section have been done using an AMD Athlon(tm) XP
1800+ based platform, running the Linux OS with kernel
2.4.18. [10]

In the first experiment, we highlight the poor quality
that is achieved by allocating a constant bandwidth to theq;
video decoder thread. In fact, for the execution of a movie
that requires an average CPU bandwidth of about 15,50/(12]
a static allocation of a bandwidth equal to 15.5% resultg
in unacceptable occasional degradations of the experienced
QoS levels during the play, due to temporary increasds?!
in the computation demand of the decoder caused by too
quickly moving scenes. This is highlighted in Figure , wheréi4]
a time-period has been shown where the scheduling error
experiences high positive deviations. [15]

On the other hand, with a static bandwidth allocation of
about 18%, the decoder behaves much better during the
play, but the decoding thread most times uses a bandwidiy,
that is much higher than strictly required, resulting in an
unneeded steal of computation power to other possibl%]
applications. This is reflected in a scheduling error mo
times being negative and high in absolute value (hot shown
for the sake of brevity). 18]

We activated feedback based scheduling of the decodilllg
thread, when playing the same movie. The controller wg9]
used embedded a predictor based on 3 independent moving
averages, each based on 4 samples, to predict the n
execution time, and a dead-beat controller (with= 0),
with a saturation value ofBy = 18%. This resulted [21]
in a movie played substantially as fluidly as with the
static allocation of 18%, but an average allocation of the2]
bandwidth of 16% during play. Figure 3 shows the evolution
of the s.e. under the action of the feedback based controller,
causing the scheduling error to quickly recover from large
deviations, and its evolution remaining constrained in a
more strict interval.
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