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Abstract

In this paper we shed more light about the interactions between accounting policies and uncon-
ventional monetary policies. By employing a modified version of the Schumpeter meeting Keynes
Agent-Based model (KS model) we study the effects that Mark-to-Market (MtM) accounting stan-
dards might have in terms of financial stability, economic growth and sustainability of public
finances. We also study the effects of Quantitative Easing (QE), modeled as the intervention of
the central bank for the clearing of bad-debts accumulated by the financial institutions. Our re-
sults suggest that the Mark-to-Market standard might generate instability in the credit side of the
economy because of its pro-cyclical nature; the QE instead, being counter-cyclical might coun-
teract the negative effects. However, a QE policy alone, does not outperform a baseline scenario
with historical accounting standards and without unconventional monetary policies, suggesting
that QE might be useful to counteract peculiar crisis events but shall not become a conventional
instrument to be employed at any occasion.

∗Scuola Superiore Sant’Anna g.dosi@santannapisa.it
†OFCE-SciencesPo and Scuola Superiore Sant’Anna mattia.guerini@sciencespo.fr
‡Scuola Superiore Sant’Anna and Fondazione Eni Enrico Mattei f.lamperti@santannapisa.it
§OFCE-SciencesPo, Scuola Superiore Sant’Anna and SKEMA mauro.napoletano@sciencespo.fr
¶Scuola Superiore Sant’Anna and OFCE-SciencesPo a.roventini@santannapisa.it
‖Maastricht University and Scuola Superiore Sant’Anna tania.treibich@gmail.com

1



1 Introduction

Accounting standards are important policy choices that might have real macroeconomic implications.
As a matter of fact, in the past, large financial and economic crises brought to a reconsideration of
these policy choices. At the two poles of such a choice stand two opposite alternatives: the historical
value accounting principle vis-à-vis the mark-to-market accounting principle (also known as fair
value principle).

While before the Great Depression and until 1934, firms and banks had great flexibility about re-
porting the asset valuations they held in their portfolios, by the early 1940s the historical value ac-
counting had become the standard.1 Also as a result of regulation, in the 1970s however, the introduc-
tion of derivative contracts and other financial instruments induced the SEC to reconsider the usage
of historical value accounting and to allow banks adopting the mark-to-market principle for the eval-
uation of futures and other foreign exchange contracts. During the 1980s, the fair value accounting
principle was extended also to debt and equity contracts for the banking sector and by the 1990s, the
mark-to-market accounting became the standard since the FASB required “all entities to disclose the
fair value of financial instruments, both assets and liabilities recognized and not recognized in the
statement of financial position, for which it is practicable to estimate fair value” (see FASB, 1991).

In the recent years however, economists have been raising concerns about the fact that mark-to-
market accounting principles might have played an important role in the fast amplification of the
financial crisis. The fall in the values of a large fraction of securities which were strongly correlated
with house prices, led to large and almost immediate devaluations of the asset side of the banking
sector, due to the adoption of the fair value accounting standard, and have strongly influenced the
ability of the banking industry to continue to perform its basic lending activity. This of course have
had important real effects as also documented by Heaton et al. (2010); Bhat et al. (2011); Kolasinski
(2011) and might have played a role in lowering the liquidity of the market. All in all therefore,
questions concerning the macroeconomic effects of the mark-to-market accounting principle, are im-
portant matters that naturally correlates with other questions about market liquidity, Brunnermeier
and Pedersen (2009), credit cycles (see Kiyotaki and Moore, 1997), macroprudential regulation Galati
and Moessner (2013) and unconventional monetary policy Rodnyansky and Darmouni (2017).

In the last decade indeed the introduction of unconventional monetary policies by several Central
Banks have been of fundamental role to keep the value of long-term yields to low levels (Krishna-
murthy and Vissing-Jorgensen, 2011; Duca, 2013), to counteract the low credit supply (Rodnyansky
and Darmouni, 2017), and to dampen the downward phase of the credit cycle (Bhattarai and Neely,
2016).2 The common wisdom of monetary policy showed its greatest limitation when the short-term
interest rates hit the zero lower bound (ZLB). To react to the liquidity trap, central banks from all over
the world have been forced to design new policy instruments and to experiment new transmission
mechanisms for monetary policy to be effective: the Quantitative Easing policy is the most evident
form of this.

1After the Securities and Exchange Commission (SEC) forbade revaluation of assets in the balance sheets in 1934. For a
complete historical narrative of the accounting principles used in the US see SEC (2008).

2See also Guerini et al. (2018) for a discussion about how the QE might have had different effects in US and EU also due
to the combination with two different approaches with respect to fiscal policies.
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Nowadays there are therefore two ways of implementing monetary policies (see Borio and Zabai,
2016). The first comprehends interest rates policies, the second points to balance sheet policies. The first
set includes the conventional Taylor rule (whose effects have been extensively discussed by means
of empirical models Angrist et al. (2013), neoclassical models Galí (2015) and evolutionary models
Dosi et al. (2015)), the new forward guidance principles (which have mostly drawn the attention of
empirical and experimental economic research (see respectively Swanson, 2017; Ahrens et al., 2017))
and the maturity transformation programmes (see Ehlers, 2012); these policies aim at controlling and
fixing some reference short-term interest rate, to which the yield curve is linked, and to affect in
turn macroeconomic fundamentals. The second policy set includes instead the large asset purchase
agreements, the non-standard supplies of funds as well as the newly introduced reserves policies –
which are also macro-regulatory policies. These last tools have been only recently introduced and
their effects are far from been fully investigated and understood.3

In this paper we try to shed more light about the interactions between accounting policies and
unconventional monetary policies. By implementing policy experiments in a new version of the
Schumpeter meeting Keynes Agent-Based model (K+S model, see Dosi et al., 2010, 2013, 2015; Lam-
perti et al., 2017) we indeed analyze the transmission mechanisms of different policies – such as
mark-to-market accounting for banks assets and quantitative easing policies – and the aggregate
macroeconomic effects that they generate. This paper is organized as follows: section 2 reviews the
events of the last decade and the policies implemented by the four work major central banks (FED,
ECB, BoE, BoJ); section 4 presents some specific equations of the model and discusses the new parts
of the model that have been introduced with the aim of evaluating the above mentioned policies; in
section 5 we perform the policy evaluation exercise and presents the result. Section 6 concludes. A
final appendix A is dedicated to the presentation of the full model, which emerges from the merge of
two versions of the K+S agent-based model (see Dosi et al., 2015; Lamperti et al., 2017).

2 Conventional and Unconventional Monetary Policies at the Four Major
Central Banks

Let us start by discussing how unconventional monetary policies were implemented at 4 different
central banks in the last decade. In figures 1 and 2 it is possible to see that notwithstanding the
attempt of collecting the available central bank policies under common features and objectives, the
balance sheets compositions (as well as their size) are still quite heterogeneous for each economic
area. This is due to the fact that the different central banks carried out different policy combinations
and had to overcome different situations.4

3Among the balance sheet policies, Borio and Zabai (2016) recognize also the possibility of an intervention of the Central
Bank onto foreign exchange markets to affect the exchange rate, but this tool is not discussed here.

4For example, in EU and UK the central bank aims at a pure inflation targeting while in US and in Japan also a output
is, more or less explicitly, targeted. Also, when the crisis hit, the respective levels of public debts to GDP in US and UK
were not as high as in many EU economies or as in Japan.
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Figure 1: Assets of the four major central banks.

Figure 2: Liabilities of the four major central banks.
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2.1 FED Policy Tools

Since the advent of the crisis, the way of doing policy at the Federal Reserve has undergone ma-
jor transformations.5 Nowadays, we can classify the tools employed by the Federal Reserve under
four main categories: the first two are interest rate policies while the third and fourth instruments are
balance-sheet policies. Some of these measures have been switched off as the 2008 crisis was fading
away, but they might be restored in case of a new crisis event.

Open Market Operations (OMO) This is the standard (pre-crisis) method of doing monetary policy
via acquisitions and sales of securities to control interest rates and in turn to affect investment and
consumption. These operations can be either permanent or transitory: the first accommodate the
longer-term factors driving the expansion of the Federal Reserve’s balance sheet – mainly currency
before the crisis and reserves during the crisis; the second aim at addressing reserve needs that are
deemed to be transitory in nature and that can easily be fixed by means of REPOs and Reverse REPOs
contracts.

Maturity Extension Programme (MEP) These are measures that, by prolonging the maturity of the
portfolio of assets held by the central bank, dampens the upward pressure on the long-run interest
rates. In particular, the FED during the crisis – by means of two interventions in 2011 and 2012 – sold
a total of 667 Billions USD short-term Treasury securities with maturity lower than 3 years and in
exchange, used the same amount of money to buy Treasury securities with maturity between 6 and
30 years.

Crisis Response Operations (CRO) When the liquidity trap was reached and the target nominal
rate hit the ZLB during the crisis, standard OMO were ineffective for the control of investment and
consumption. New methods for the liquidity provisions have therefore been designed by the FED.
Among them we can distinguish between liquidity provision to banks and other financial institu-
tions and liquidity provision to borrowers and investors in key credit markets. In the first set of
tools there are the Term Auction Facility (TAF), the Term Securities Lending Facility (TSLF) and the
Primary Dealer Credit Facility (PDCF), all of which are aimed at increasing short term liquidity in
exchange of high-quality collaterals. In the second set there are the Commercial Papers Funding Fa-
cility (CPFF), the Money Market Investor Funding Facility (MMIFF) and other instrument aimed at
providing funds to professional investors and special purpose vehicles in exchange of eligible collat-
erals.

Asset Purchase Agreements (APA)6. These operations expand the standard OMOs and consist in
straight acquisition of assets by means of the central bank. From 2008 onward, the FED had in-
tervened with four large scale asset purchase agreements, beginning to acquire 175 Billion USD of
obligations and other 1.25 Trillion USD of guaranteed Mortgage Backed Securities from Freddie Mae
and Freddie Mac in the 2008-2010 period. In 2009 it also extended the QE to long-term Treasury se-
curities, buying 300 Billion USD and it increased the acquisition to 600 Billion USD in the 2010-2011
period. Furthermore, starting from the end of 2012 (with the near end of the Maturity Exchange

5This section draws from scattered information available at https://www.federalreserve.gov.
6This practice has also been more commonly dubbed Quantitative Easing (QE). Here we will use the two terms as

perfect substitute.
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Programme) the FED started to buy MBS and Treasury securities at a monthly rate of 85 Billion USD
each month, until the end of 2014 when all the purchases of new securities have been stopped.7

2.2 ECB Policy Tools

Also in the European Union the available monetary policy measures have been largely expanded
as a reaction to the prolonged crisis: long-term refining operations as well as asset purchases pro-
grammes have indeed been carried out also in the EU. However in the first attempts to respond to
the crisis (2009-2012 period) only few resources have been dedicated to unconventional monetary
programmes; after 2014 the amount of resources has instead been increased substantially.8 The first
two measures below can be thought as interest rates policies while the last one falls into the balance
sheet policies category.

Open Market Operations (OMO) This is the bulk of the EuroArea monetary policy instruments
and consists in buying and selling securities in exchange of weekly (Main Refinancing Operations)
or three-months (Longer Term Refinancing Operations) liquidity. Also, institutions can deposit or
obtain overnight liquidity at a respectively lower and higher interest rates (Deposit Facility and
Marginal Lending Facility). Also, the ECB requires to banks and financial institutions to hold de-
posits on accounts with their national central bank which compose the minimum required reserves
(MRR). All in all, these measures form the interest rate corridor system and allows the ECB to set the
short-term interest rates in order to reach the 2% inflation target.

Long Term Refinancing Operations (LTRO) In June 2014 and January 2015, the ECB has introduced
two new policy instruments that shall allow to manipulate also long-term interest rates. These two
instruments are the Targeted LTRO and the 3-years LTRO. The first has been a measure by which
the ECB have guaranteed financing up to 4-years to the banks at particularly favourable conditions
and where the amount that banks could have borrowed, was linked to their outstanding loans to
non-financial corporations and households. The second was instead an instrument by which the
ECB provided a 3-year lending to the financial institutions accepting in exchange also lower-quality
collaterals and by by allowing reduced reserves ratios. These measured have allowed the ECB to
keep relatively low interest rates during the period from mid-2014 to mid-2016.

Asset Purchase Programmes (APP) Also the ECB have introduced some forms of QE, even if during
the very first implementations, the resources dedicated to it have been clearly insufficient for the
scope of cleaning the financial institution balance sheets.9 After March 2015 the ECB have begun a
substantial QE plan instead, by which every month acquires on average around 60 Billions Euro of
sovereign bonds (in the largest amount), corporate securities, asset backed securities and covered
bonds. Figure 3 depicts the evolution of the QE measures implemented by the ECB in the last 2 years
and its likely development.

7The amount purchased each month have been modestly reduced since the end of 2013.
8This section draws from material available at http://www.ecb.europa.eu/mopo/html/index.en.html.
9The first forms of QE implemented by the BCE have been the 1st and 2nd Covered Bonds Purchase Programmes (CBPP1

and CBPP2) which have been done during the 2009-2010 and the 2011-2012 periods and are not depicted in Figure 3.
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Figure 3: Asset Purchase Programme of the ECB.

2.3 BoE Policy Tools

The bank of England tends to be less informative concerning the monetary policy description. On
their official website they distinguish mostly between two types of monetary policy. The BoE classi-
fies its policies the same way as Borio and Zabai (2016) do, distinguishing only between interest rate
and balance sheet policies. In particular, from the information available on the website, it seems that
the BoE did not perform LTRO or maturity transformation during the crisis.

Interest Rate (IR) This is the standard tool that has been used during the last 30 years to reach
the 2% inflation target and consists in an operation performed by the Monetary Policy Committee
that sets the Bank interest rate, which represents the reward given to commercial banks for holding
deposits at the central bank. The BoE specifies that there is no upper bound, while there is a positive
(but small) lower bound for this rate. This type of policy is comparable to the OMO performed by
FED and ECB.

Quantitative Easing (QE) This is a tool of recent introduction that shall be used only when the
lower bound for the IR policy is hit. QE is set 8 times per years by the Monetary Policy Committee
and it aims at boost spending. This policy is comparable to the APA of the FED or the APP of ECB.
QE does not require the printing of new money and instead is a digital creation of new money by
the purchases of assets from the balance sheet of other agents. The BoE make these purchases from
the private sector, for example from pension funds, high-street banks and non-financial firms. But
most of these assets are government bonds: indeed the market for government bonds is quite large,
meaning that the BoE can buy large quantities of bonds fairly quickly and speed up the intervention.
At the moment, the BoE has purchased around 435 Billions of Sterling in government bonds and
around 10 Billions of Sterling in corporate bonds.

2.4 BoJ Policy Tools

As it is also clear from Figure 1 the Bank of Japan experienced an increase in the asset size, similar to
the one experienced by the FED. This reflect a similar evolution in the portfolio of monetary policy
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tools. Indeed, apart from the standard OMO, the BoJ incremented the purchases of long-term assets
by means of the QQE (Quantitative and Qualitative Easing) that begun in 2013 with the so called
“Abenomics” programme. QQE started as a purchase of around 60 Trillions of Yen per year (530
billions USD) but in 2014 the measure has been scaled-up and nowadays the purchase is of around
80 Trillions of Yen per year (700 billions USD).

3 Literature Review

In this section we present the recent empirical and theoretical evidence concerning the effects of the
accounting and unconventional monetary policies. Concerning accouning policies most of the stud-
ies have been of qualitative or empirical nature. For what concerns the quantitative easing instead,
the literature focused either on case studies or on general equilibrium models.

3.1 Accounting Policies

The adoption of different accounting principles have been slowly evolving during the last century
moving from a purely historical cost-based approach toward a more financial flows fair-value ap-
proach. Indeed, it is only since the 1970s that the mark-to-market accounting practice has become
more commonly adopted by banks and financial institutions and only since the 1990s that has be-
come predominant (FASB, 1991).

The motivations that supported such a transition can be found in the economic theory and in par-
ticular, in the efficient market hypothesis (EMH) by Fama (1970). According to the EMH indeed, the
market price is the best measure of the fundamental economic value of any asset because it correctly
aggregates all the private information. Hence, if the EMH holds true, there is a strong justification
for a regulator imposing banks and financial institution to report the mark-to-market value of all the
assets they are holding in their portfolios.10 This will provide a more precise economic evaluation of
the controlled institution, which can in turn be better regulated (see Heaton et al., 2010).

However, the fair value also has its drawbacks – as reported by Landsman (2006) – which mainly
are derived from the empirical literature or from case studies. First of all, it is difficult to estimate
the fair value for all the securities whose markets are illiquid and for which traded volumes are
relatively low. Second, if the market price is a bad proxy of the underlying fundamental economic
value – i.e. in all these occasions where the EMH does not hold true, which are nowadays believed to
be more and more frequent – the regulators might take biased regulatory decisions. Third, the mark-
to-market suffers some implementation issues, including larger accounting discretion and ability of
manipulation than the historical cost-based practice (see Landsman, 2006). Finally, the real effects of
the mark-to-market usage might also be heterogeneous due to different regulatory and institutional
arrangements (see La Porta et al., 1998).

The empirical literature has also partly investigated whether the fair value might provide some
useful information to investors. Barth (1994) finds that the correlation between the reported fair value
and the share price has increased over time implying that – under the assumption that price reflects

10However the EMH has been largely been contrasted by theoretical as well as empirical arguments. For a review see
Shiller (2003); Lo (2004, 2017).
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fundamental – the fair value measurement error has been decreasing. Barth et al. (1995) confirm the
previous evidence but find additionally that that fair value evaluation are much more volatile than
historical cost-based measures and that the incremental volatility is not reflected in the share price
volatility. In general there is therefore evidence for the fair value to have improved its performance
as an accurate measure of economic fundamentals over time. But most of the studies confirming such
an hypothesis have investigated upon the 1980-1990 period, in which the markets have been fairly
liquid and no large financial crisis has been observed. In a more recent work, Bhat et al. (2011) shows
that mark-to-market might be uninformative when markets are illiquid and when there are periods
of distress.

From the European side instead, a critique to the fair value accounting standard is reported by
Bignon et al. (2009) who claim that mark-to-market based accounting generates fundamental prob-
lems because (i) the complementarity of assets which possibly generate increasing returns, force the
internal accountants to select a specific valuation models with the aim of determining the assets
value, however different valuation models might generate large differences in the final price of the
assets (reliability problem); (ii) the existence of excessive financial market volatility (i.e. the failure
of the EMH), creates additional valuation risks and all in all it possibly reduces the capacity of in-
vestments (financial volatility problem). Finally, Boyer (2007) confirms that, by mixing present profit
with unrealized capital gains and losses, the mark-to-market accounting generates discrepancies be-
tween the creation value and the liquidation value of assets. All in all, according to Boyer (2007) the
fair value introduces an accounting accelerator on top of the already present and typical financial
accelerator (see Bernanke et al., 1994).

3.2 Unconventional Monetary Policies

To identify causal relations for unconventional monetary policies by means of the commonly avail-
able time series approaches it is an extremely difficult task: as a matter of fact most of these “policy
shocks” occured in the same period and they typically have been endogenous replies to the global
financial crisis more than exogenous marginal changes. It might therefore appear a surprise that,
notwithstanding this inner difficulty, most of the research investigating upon the effects of uncon-
ventional monetary measures has been carried out via empirical exercises (see Bhattarai and Neely,
2016). However, to cope with the intrinsic difficulties, researches and central bankers working in this
domain have been mostly interested into event studies. Most of these works have been focusing on a
specific central bank announcement – or intervention – and they have typically employed short-term
and high frequency datasets with the aim of evaluating the effects of the policy under investiga-
tion on the domestic short- and long-term yields. Using this approach, Krishnamurthy and Vissing-
Jorgensen (2011), Gagnon et al. (2011), Christensen and Rudebusch (2012) and Duca (2013) provide
a somehow converging evidence, validating the hypothesis that large asset purchases programmes
have reduced long-term interest rates, preventing high liquidity premiums from depressing financial
institutions and financial markets. Swanson (2017) instead, compares the effects brought about by
forward guidance and large-scale asset purchases in the ZLB period (2009-2015) claiming that while
the former is more effective in the short-run, the latter is a preferable instrument for the control of
medium/long-term yields and for reducing interest rates uncertainty. In a different fashion is instead
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the work by Altavilla and Giannone (2017), who have instead employed a survey of individual pro-
fessional forecasters, to evaluate the effects of QE announcements on the expectations of domestic
returns, finding that the declarations of accommodative policies affected the expectations of bond
yields to drop significantly for at least 1 year. Different in spirit is also the work by Gorodnichenko
and Ray (2017), which focuses on the identification of the transmission mechanisms, finding that the
main channel trough which the QE operates is market segmentation and that QE is an effective pol-
icy tool to modify the interest rate structure during crisis periods, but is likely to be less powerful in
normal times.11 All in all there is quite a support for the evidence that most of the unconventional
policies that have been proposed, had a positive effect on financial stability, by reducing both short-
and long-term yields as well by increasing the liquidity of the financial system.12

What has instead to be better grasped, is whether the unconventional monetary policies had a
positive effect also on the real economy. In general, the empirical evidence seem to support the fact
that the adopted measures have generated also positive returns for the real economy (see Bhattarai
and Neely, 2016). In fact, even if there is yet a lot of uncertainty concerning the size, the empirical
consensus on the positive direction of the effects of UMP on output and inflation is more or less
established: Kapetanios et al. (2012), Baumeister and Benati (2013) and Gambacorta et al. (2014) em-
ploy panel and/or threshold vector autoregressive models to find that a positive increase in inflation
(estimates are between 0.5% and 2%) as well as in output (between 0.9% to 3.6%) are generated by
the introduction of the unconventional monetary policies adopted. However, possibly due to the dif-
ficulty of establishing clean transmission mechanisms, many prominent economists are still doubtful
on the claims that this stream of research provides. Borio and Zabai (2016) suggest indeed that there
might be a leak in the transmission of the unconventional monetary policy measures from the fi-
nancial sector to the real sector and that these short-term positive effects might as well vanish in the
long-run, when the cost-benefit of the measures deteriorates. Rogoff (2017) claims instead that “many
economists are rightly concerned that unconventional monetary policy tools are poor substitutes for
conventional interest rate policy and might well have more side-effects”, and implies that there is
the possibility that these new tools are only imperfectly capable of managing private demand and in
turn inflation and output.13

However, the debate concerning the effects of UMP on output and inflation is also reinforced
by the presence of theoretical analysis, carried out by means of general equilibrium or agent-based
models.

Let us here begin with the results stemming from the large-scale DSGE model that has been for-
mally used at the Federal Reserve for assessing the impact of UMP.14 Using this model, Chung et al.
(2011) have evaluated that the asset purchase program contributed mostly to the reduction of the 10-

11As Gorodnichenko and Ray (2017) put it, with some oversimplifications: “purchases of assets in a particular segment
move prices more strongly in that segment”. This is also in line with the findings of Krishnamurthy and Vissing-Jorgensen
(2011).

12For a critical review of the literature see also Martin and Milas (2012), who claim that only the very first wave of QE
succeeded in decreasing the interest rates and that the effects on the real economy are instead in general very mild.

13The claim by Rogoff (2017) is however in contrast with the results by Peersman (2011) who finds that the transmission
channels of balance sheet policies are similar to those of the standard interest rates policies.

14For more information on the baseline FRB/US model see https://www.federalreserve.gov/econres/
us-models-about.htm.
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years treasury yield, to the increase in the core inflation as well as to the decrease in unemployment.
Oddly enough, using the same model, Engen et al. (2015) have established that the QE programmes
had no effects on output, inflation and unemployment in the initial post-crisis years (i.e. between
the 2009 and 2010 period) but have sped up the pace of recovery from 2011 onward; furthermore
according to the latter paper (that confirms the results of Altavilla and Giannone (2017)) the most
important channel of transmission has been the update in expectations of the private sector that “un-
derstood that monetary policy was going to remain more accommodative over a longer period of
time”. Results similar to those of Engen et al. (2015) have been also obtained in Chen et al. (2012)
by means of a medium-scale DSGE model estimated with Bayesian techniques on the US data. The
findings confirm that there have been only modest effects of QE on GDP growth and inflation in
the short-run, but that output might be mildly be positive affected in the long-run. More recently,
Farmer and Zabczyk (2016) have investigated the effects of what they call Qualitative Easing – which
basically consists in a Maturity Extension Programme – in a general equilibrium model with lim-
ited asset market participation. Their findings suggest that such a policy is Pareto-improving as it
stabilizes non-fundamental fluctuations in the stock market. Finally, after 10 years of adoption all
around the world, a recent paper by Quint and Rabanal (2017) have instead used a DSGE model to
investigate on the possibility of using unconventional monetary policy tools also during more tran-
quil periods and not only during large recessions that hit the ZLB – transforming them de facto into
“conventional” tools. They find that these instruments can be useful also in normal times only if the
economy is affected by shocks with financial origins; they are instead ineffective if in normal times
the economy shall only respond to demand or supply shocks.

To our knowledge instead the unique ACE model directly investigating the transmission mech-
anisms and the effects of QE is the one by Cincotti et al. (2010) that finds that a quantity easing
monetary policy coupled with a counter-cyclical fiscal policy provide better macroeconomic perfor-
mance vis-à-vis a tight fiscal policy and no central bank intervention in the bond market; however
they also find that QE might generate higher inflation and might be responsible for a higher vari-
ability of output in the long-run. More recently the ABM literature has been focusing on topics close
to QE, but without fully investigating on the effects of such a policy. Assenza et al. (2017) for exam-
ple, have introduced a stylized unconventional monetary policy exercise in their ABM by means of a
cash-in-hand policy: this is closer to a “helicopter money” and it has the form of a quasi fiscal policy
– the cash provided by the CB immediately increase the asset side of the consumers – rather than to
a fully-fledged QE exercise – which instead affects the asset side of the banking industry. Their find-
ings suggest however that the cash-in-hands policy is dominated by a standard Taylor rule interest
rate rule. Popoyan et al. (2017) have instead included a comprehensive and detailed macroprudential
framework into a larger scale model and have combined the regulatory setups with different conven-
tional monetary policy interest rate rules; findings suggest that a triple-mandate Taylor rule (target-
ing output-gap, inflation and credit growth) co-ordinated with a Basel III prudential regulation is the
best policy mix to improve the stability of the banking sector and smooth output fluctuations but
that also a much simpler regulatory framework – composed by minimum capital requirements and
counter-cyclical capital buffers – allow to achieve macroeconomic outcomes similar to the first-best.
However, van der Hoog and Dawid (2017) find that more stringent capital requirements (which are
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naturally pro-cyclical) induce larger output fluctuations and lead to deeper and more fragile reces-
sions; in their model, a more stringent liquidity regulation proves to be the best policy for dampening
output fluctuations and for preventing severe downturns. van der Hoog (2017) finds also that the in-
troduction of regulatory limits to credit growth by means of a non-risk-weighted capital ratio has
only mild effects, while the adoption of strict loan eligibility criteria (such as cutting off funding to
all financially unsound firms) has a larger impact and it is better aimed at fostering macro-financial
stability. Finally, Schasfoort et al. (2017) have been focusing on the transmission mechanisms of dif-
ferent forms of monetary policy, finding that the interest rates policy might be a blunt tool for the
control of inflation.

4 The model

As already anticipated, we build upon the tradition of the “KS agent-based model”. In particular
with this work we unify the two branches of the model that both departed from the Dosi et al. (2013)
version. As a matter of fact in the following versions a bifurcation occurred (see figure 4). On one
side Dosi et al. (2015) have embedded into the model a banking sector composed by heterogeneous
banks and have employed the model to study the effects of austerity fiscal policies and of interest
rate monetary policies; on the other side, Lamperti et al. (2017) appended an energy sector and a
climate box to the model in order to study the effects of climate shocks onto the economic system
as well as to investigate upon the feedbacks between environment and economy.15 Here, we unify
these two research strands and we introduce new policies exercises. In particular we focus on the
effects of balance sheet unconventional monetary policies – Quantitative Easing – and of accounting
policies – Mark-to-Market evaluation of banks assets. We do this with three objectives in mind: first,
to study and investigate whether the policy prescriptions of Dosi et al. (2015) are still valid when
an energy sector and a feedback mechanism between the economic system and the environment are
present; second, to introduce new unconventional policies that directly affect the balance sheets of
the banking sector (e.g. QE) and to study their relative performances vis-à-vis other policies that
bypass the banking system and provide direct monetary incentives for firms to invest and household
to consume (e.g. Helicopter Money); third, to draw and test new policy instruments that might
improve the environmental resilience (e.g. green-QE), minimizing the probability of climate shocks
to negatively affect the economy (this will come about in a follow-up paper).

For the sake of brevity, in what follows we do not describe the full model, which is however in-
cluded into appendix A, but we focus only on the newly introduced policies and on the modifications
of the original version of model that have been necessary to cope with the new policies. In particular,
the environmental section, the climate box, the energy sector, the technical change, the investment
behaviour of the firms and the consumption behaviour of the households are unchanged. Variations
to the credit market, to the balance sheets of the banking sector, to the government behaviour and
to the central bank behaviour have instead been necessary and constitute, together with the newly

15Also other two branchings took place, but moving from the Dosi et al. (2010) version of the model. The first involved
the study of labour market institutions and labour market policies (see Dosi et al., 2017a); the second involved the enlarge-
ment of the model in a multinational dimension, allowing to investigate trade and catching up processes (see Dosi et al.,
2017b).
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Figure 4: Evolution of the KS model, for the versions that affect the model here presented.

implemented policies the contribution of this paper.

4.1 Mark-to-Market accounting

As already mentioned in the introductory section, fair value accounting and historical value account-
ing are opposite extremes. Indeed, while the former looks at variations in the market value balance
sheet to indicate changes in the financial conditions of a bank, the latter looks at the realizations of
cash flows to measure changes the financial condition of the financial institution.

Since the FASB (1991) directives, the companies operating in the financial sector, are required
to report the fair value of the debt and equity securities that they hold in the asset sides of their
balance sheets. However, the usage of the mark-to-market principle implies that banks might be
forced to adjust the value of their assets account as soon as some of their direct borrowers default
on their loans during the year and even if these borrowers simply become more financially unstable.
This is true also for financial institutions holding government debt. If government bonds becomes
riskier, so that they cannot be considered as “risk-free assets” – a situation that has occurred during
the financial crisis and in the decade that followed it (see Caballero et al., 2017) – and if the mark-
to-market accounting principle is operating, the banks shall take the higher likelihood of default
of the government into account and accordingly, they shall adjust their asset by depreciating the
government bonds they have in their portfolio of assets.

In the previous versions of the model, this evaluation mechanism was absent and the unique
mechanism by which the value of the banking sector asset side could have declined, was generated
by the bankruptcy of some consumption good firms, then unable to repay their outstanding debt to
some specific bank. This new accounting policy is instead an important mechanism for the model,
indeed it unleashes a positive feedbacks between the government and the banking sectors: if the
government accumulates debt – which we assume is the metric for risk – then the government bonds
are revalued downward, because there is an higher chance that the government might go bankrupt.
This in turn, decreases the assets side of the banking system, reducing the availability of credit which,
might have a negative impact on the ability of producing new private investments. Also the opposite
holds true and if the public debt decreases (due to surpluses), bonds are revalued upward and this
allows banking industry to produce a larger amount of credit to the consumption good firms.
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In particular we here model the mark to market accounting principle as an evaluation standard
that the banks adopt when filling and reporting their balance sheets. Such a standard requires that
the banks evaluation of the bonds in their portfolio is performed at their current price (market value)
rather than at their nominal historical value.

Let’s begin from the definition of the bonds market in the model. The variation in the bonds
supply is determined by the deficit. Whenever the government spending is larger than government
revenues, the government shall issue an amount of bonds equal to the amount of deficit. Quite
naturally, as time passes by, the total outstanding amount of bonds is equivalent to the government
debt. Hence, for every period we have that:

BS
t = min {Gt − Tt, 0}

BOut
t = Debtt

The demand for bonds instead derive from the liquidity situation of the banks. In particular,
we assume that the banks buy a quota of the total newly issued bonds (i.e. a quota of the deficit)
proportionally to their market share. This implies that:

BD
h,t = fh,t ∗ BS

t

where fh,t represents the market share bought by the bank h in period t.
Liquidity of the banks is however important and plays a role. To demand such an amount of

government bonds indeed, the bank shall be sufficiently liquid and shall hold an equivalent amount
of cash to pay for the desired amount of newly issued bonds. Some banks might indeed from time
to time be illiquid and will not be able to buy the whole amount of government debt they desire.
In this case, a second mechanism that we introduce in this version of the model comes about: the
lender of last resort central bank. Here we indeed assume that the the Central Bank intervenes in the
primary market for bonds and directly buys the quota of newly issued bonds that is leftover due to
the insufficient liquidity of the banking system. Ideally this can be considered as a very mild form
of central bank unconventional monetary policy, even if the central bank in such occasions does not
affect the balance sheets of the financial institutions.

When the bonds market is closed and the quotas of newly issued bonds have been assigned,
government bonds are stored by the banks in the asset side of the balance sheet. From the following
period onward, they will be evaluated at their fair value which is determined as follows: we assume
that the discount factor by which the assets are reevaluated is a function of the government debt to
GDP – the implicit measure of the government solvency – and of the quota of total outstanding bonds
hold by the Central Bank – an implicit measure of the illiquidity of the credit market. In formula we
then have that. In particular, moving from a fixed baseline interest rate paid on government bonds
rbonds = r̄, the discount factor will evolve according to:

rmtm
t = rbonds + v1

Debt
GDP

+ v2 ∗
Bout

cb
Bout

t
;

where rmtm represents the variable part of the mark-to-market discount factor and, as already antic-
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ipated, positively depends on the likelihood of government insolvency and on the illiquidity of the
credit market.

Thus at the end of the period, when compiling the balance sheet, the fair value of the government
bonds is:

Bmtm
h,t =

Bh,t

1 + rmtm
t

.

In section 5 we will report outcomes stemming from the comparison between scenarios in which
the mark-to-market accounting principle is used, against scenarios in which historical value is used.
In the second case, we will simply set rmtm

t = 0, ∀ t ∈ [1, T] and hence all the banks will always
evaluate bonds at their nominal value Bh,t discounted only at the baseline, risk-free, rate rbonds.

4.2 Quantitative Easing

Closely following the description of the implementation of QE by the 4 major central banks (see
section 2), in the model we introduce a new policy instrument by which the central bank can directly
intervenes on the balance sheets of the financial institutions to dampen the effects of an illiquid credit
market.

In the K+S model, the first activity of the banking sector is that of providing credit to the con-
sumption good firms, whose internal financial resources are insufficient for investing into the new
(more efficient) machineries provided by the capital good firms as well as for covering production
costs. The credit activity endogenously generates a financial cycle (see Dosi et al., 2015). Some firms –
due to unsuccessful innovations and competitive losses – might become insolvent and go bankrupt.
When this happen, a direct negative effect on the bank with outstanding credit occurs: the loan in-
deed used to enter into the bank balance sheet as an asset, but when the borrower defaults, this asset
loses all its value – and it becomes a bad debt – causing a net loss for the bank, and in turn it neg-
atively affects the ability of the bank to inject new liquidity into the real sector, lowering the bank’s
credit supply.

While in the previous version of the model the bad debts generated an immediate net loss for the
bank, we assume that the QE dampens this situation as the cost is now shared between the bank itself
and the Central Bank, which intervenes by injecting cash into the banks balance sheet, and partially
contributing to the loss. In particular, we assume that Quantitative Easing takes a very simple linear
form:

QEh,t = αqeBadDebth,t

where QEh,t is the amount of resources that the central bank injects into the banks h balance
sheet to buy a fraction fraction αqe ∈ [0, 1] of the bank h bad debts. Very intuitively, the parameter
αqe represents a fine tuning parameter measuring the QE aggressiveness: the higher αqe, the larger
the intervention of the central bank and the lower the effect that a possible bankruptcy might have
on the bank h credit supply. In practice, the Central Banks exogenously generates new liquidity,
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and partially bears the cost of the banks loss. This mechanism might be of particular importance
to dampen the credit cycle and to avoid a shortage of credit supply. Indeed, in the K+S model, the
credit supply for each bank is positively related to its equity and is instead inversely dependent on
the amount of bad debt:

TCh,t =
NWh,t−1

τb(1 + βBadDebth,t−1)

meaning that a QE intervention, aimed at reducing BadDebt shall support the total credit supply
toward the real sector of the economic system.

5 Results

The analysis of the model is performed by means of agent-based MonteCarlo simulations: we run
a set of independent simulations to wash away across-simulation variability and to evaluate the
statistical significance of our policy claims.16

Before moving to the policy exercise, we verify that in the baseline case, the new version of the
model is able to replicate all the stylized facts already presented in the previous versions of the model,
to which we build upon. In particular, we replicate the full list of stylized facts presented in Dosi et al.
(2015); Lamperti et al. (2017). While in table 1 we present some summary statistics under the baseline
scenario, the first validation test – i.e. replication of stylized fact – is presented in the appendix B.17

After having observed the ability of the model of replicating a large list of stylized fact, we proceed
with the policy exercises.

The final aim of this paper is that of evaluating different mix of policies. Thanks to the flexibility of
the agent-based simulation framework we can compare the model under different policy scenarios.
In particular, as anticipated, we are interested into the evaluation of the effects of the Mark-to-Market
accounting policy as well as of the Quantitative Easing on the real sector of our simulated economic
system. Tables 2 and 3 summarize the results of the policy comparisons, reporting respectively aver-
ages and standard deviations – i.e. measuring respectively growth and volatility. The values in the
table report, for each variable, the ratio between the average value of a variable in the first scenario
(as specified in the "id" column) and the average value of that same variable in the second scenario.
We also report the t-statistics and the p-values aiming at statistically test whether the ratio between

16All the results presented below refer to averages across 50 MonteCarlo runs. Since most of the variables under investi-
gation are ergodic (see Guerini and Moneta, 2017), 50 MonteCarlo runs, each composed by 500 time periods (and leading
to 25000 observations for each variable) is sufficient to obtain reliable statistics. Between the different scenarios, the unique
source of variation is given by the Pseudo Random Number Generator.

17We show that the model produces at the macro-level: (i) a self-sustained long-run endogenous growth with (ii) short
run business cycles, (iii) fat-tailed GDP growth rates distribution (iv) coherent volatility of GDP, consumption and invest-
ment, (v) coherent dynamic auto- and cross-correlations between GDP, consumption and investment, (vi) coherent dy-
namic cross-correlations of private debt and total deposits with GDP, (vii) coherent dynamic auto- and cross-correlations
between private debt and amount of bad debt, (viii) coherent dynamic cross-correlations of GDP and energy demand. At
the micro level: (i) right-skewed fat-tailed distribution of firms size in both sectors, (ii) Pareto distribution of large firms in
both sectors, (iii) Laplace distribution of the growth rates of firms in both sectors, (iv) non-persistent productivity growth
rates of firms in both the sectors.
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variable MC average MC std. dev.
1 GDP growth 0.0307 0.0006
2 GDP volatility 0.0378 0.0036
3 Crisis likelihood 0.0438 0.0129
4 Consumption growth 0.0307 0.0006
5 Consumption volatility 0.0236 0.0032
6 Investment growth 0.0303 0.0015
7 Investment volatility 0.4507 0.0535
8 Unemployment level 0.0325 0.0281
9 Full employment likelihood 0.0685 0.0936

10 Private debt growth 0.3384 0.0759
11 Private debt volatility 0.0017 0.0062
12 Energy demand growth 0.0265 0.0020
13 Emissions growth 0.0004 0.0003
14 Emissions in 2100 2.3827 0.1174
15 Temperature anomaly in 2100 3.1615 0.1694

Table 1: Summary statistics of selected variables in the baseline scenario.

the two considered scenarios, is significantly different from 1 (the null hypothesis according to which
the two compared scenario provide the same results).

5.1 Standalone policies

We begin by comparing the Mark-to-market (MtM) scenario with the baseline (Base) case (ID = 1
in tables 2 and 3). The unique difference in the design of the model between these two scenarios is
given by the accounting policy, which impacts only on the balance sheets of the banks, affecting in
turn the aggregate credit supply and hence, the real sector. We observe that when the Mark-to-Market
is adopted, the growth rates of GDP and consumption are significantly lower and this in turn also
generates a higher levels of unemployment, which (via the subsidies that the government shall pay)
strongly impact on the public finances, generating much larger deficits and increasing Debt-to-GDP.18

Similar results are also obtained when the MtM and the Baseline cases are compared under a dual-
mandate monetary policy (ID = 6 in the two tables). In such a situation indeed, also the investment
growth rate is significantly lower in the MtM scenario vis-à-vis the baseline one. Also concerning
the volatility of the system, presented in table 3, we observe that for most of the considered variables
the standard deviation is higher in the MTM scenario with respect to the baseline one (see ID = 6 for
example). All in all therefore, we conclude that the standalone Mark-to-market accounting policy, is
worse off with respect to the historical value accounting practice. Furthermore, the MtM does not
even generate a trade-off between growth and volatility: in both the comparisons, the historical value
seems to be better-off.

The second standalone comparison that we perform concerns the exploratory evaluation of the
proposal of transforming the QE (an unconventional monetary policy tool) into a conventional in-

18The negative sign in front of the Debt-to-GDP value in Row 1 of table 2 (i.e. the −8.45) has to be interpreted as a shift
from the government surplus (present on average in the baseline scenario) to a position of government debt (present on
average in the Mark-to-Market scenario).
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strument for the Central bank to use in its standard operations also in more tranquil periods (see
Quint and Rabanal, 2017). The outcomes of our simulation exercise (ID = 2 and ID = 7, respectively
for the comparisons in a pure inflation targeting scenario or in a dual mandate scenario) suggest
that the QE, adopted into the baseline scenario (in which the government is in surplus and inflation
and output growth are relatively stable) makes no harm, but also does not make any better for the
system. Average growth rates are statistically indistinguishable as well as volatilities.19 This absence
of statistical difference might be due to the fact that in the baseline scenario the economy does not
experience prolonged and severe crises, therefore also the periods of high government deficit are rare
and low are the volume of bad debts; as a consequence, both the intervention of the Central Bank in
the bonds market as a lender of last resort and the amount of bad debt acquired by the Central banks
trough QE operations are relatively weak and scarce, explaining the low impact of the QE policy.
Hence, we conclude that there is no need of burdening a central bank with another discretional tool
for monetary policy: in tranquil periods, with historical cost accounting, the interest rate monetary
policy rules, accompanied by a countercyclical fiscal policy, are sufficient to avoid the generation of
large and prolonged crises.

5.2 Composition of policies

The second step for policy analysis is that of evaluating policy combinations. In particular we aim at
evaluating the performances of a scenario in which the QE monetary policy is employed together
with the MtM accounting policy. We observe that the role for the QE, when accompanied with
counter-cyclical fiscal policies, might be substantial. As a matter of fact, we can see (ID = 3 and
ID = 8) that when we compare a policy mix embedding the QE policy with the MtM accounting
framework with the Baseline one, the differences are small and mostly non statistically significant
(only the surplus deteriorates vis-à-vis the baseline case). This implies that the QE is able to offset
the negative effects brought about by the MtM accounting policy. The positive effect of the QE, can
also be observed (ID = 4, ID = 9) by comparing a policy scenario which includes both QE and MtM
against a scenario where there is MtM without unconventional monetary policy. We observe indeed
that the growth rates of GDP, consumption and investment are higher that the unity.

The keys to understand and interpret the transmission mechanism that are below this set of re-
sults are in the existence of a positive feedback between GDP, private debt and bad debt which are
positively correlated at several lags and leads – we document the dynamic cross correlations between
these variables in appendix B, in figures 8 and 9. The fair value accounting policy further increases
this positive correlation structure indeed: in periods of expansion, the higher GDP and the surplus
created by the government decrease the riskiness of government bonds. This in turn increases the
value of the bonds which are held as assets in the banks balance sheets, greasing the wheel of credit
that flows to the real sector. But a too large availability of credit, also implies that an higher fraction
of the loans will become bad-debts because of the failure of some consumption good firms that will
then be unable to repay the debt. Without the QE, this in turn reduces the availability of credit and
generate recessions. A boom and bust dynamic is endogenously generated by such a transmission

19Only the volatility of inflation slightly improves.
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mechanism. The QE instead is an asymmetric measure that introduces a negative feedback between
the dynamic cross-correlation between debt and bad-debt: by cleaning the banks balance sheet and
removing bad-debts the QE avoids large falls in the credit supply even in recession periods, support-
ing investments. The QE basically, works as a reflecting barrier that pushes the economic system far
from the recessions in a relatively short term.

6 Conclusions

Accounting policies have been largely neglected by the economic literature during the last decades,
notwithstanding the important macroeconomic and financial implications that they might have.
However, as also happened in the past, large financial and economic crises led to a reconsidera-
tion of accounting policies. As a matter of fact, after the advent of the great financial crisis, some
economists such as Bignon et al. (2009); Kolasinski (2011) have begun to criticize the status quo of
the accounting standards: the fair value or mark-to-market principle. In this paper we carry on such
a debate, and we add to the empirical research by investigating by means of a new version of the
large scale KS agent-based model (following the lines of Dosi et al., 2010, 2013, 2015; Lamperti et al.,
2017) the effects of the mark-to-market policy. Furthermore, since the reply of most central banks to
the turmoils of the 2008 crisis have been unconventional, we link the adoption of such accounting
standards with the introduction of innovative forms of monetary policies such as the Quantitative
Easing.

Fair value accounting is introduced by means of a periodic revision of the evaluation of the bal-
ance sheets of the banking industry, which is updated according to the risk of the balance sheet itself.
In particular, we introduce a negative correlation between government solvency and liquidity risks
and bonds value. Quantitative easing is instead introduced according to a close description of the
policies employed by the four major central banks. The central bank in our model indeed acquires
low valued assets and non-performing loans from the balance sheets of the banks, cleaning them up
and solving at the same time both liquidity and solvency of the banking industry, in turn support-
ing the credit activity and the degrees of investments. All in all therefore, with this paper we study
the macroeconomic and financial outcomes that emerge from the interactions between accounting
policies and unconventional monetary policies.

The policy results are in line with the intuitions by Bignon et al. (2009); Heaton et al. (2010) and
suggest that the fair value is possibly harmful, largely at odds with the objectives of long-run sus-
tainable growth: by increasing the relationship between loans (hence private debt), GDP and non-
performing loans, the mark-to-market accounting practice leads to an higher likelihood of recessions
and to lower growth regimes. The QE policy, can counterbalance these negative effects and can re-
store long-term economic growth: hence it is welcome in a context where the fair-value is the rule.
However, QE alone does not perform better-off than a standard interest rate monetary policy, accom-
panied by counter-cyclical fiscal policy, aimed at supporting the consumption levels of unemployed
workers.
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A Appendix - DSK model complete description

While in the core of the paper we have specified only the variations introduced in the paper, in this appendix we present
the full formal structure of the model as originally developed by Dosi et al. (2010, 2013, 2015); Lamperti et al. (2017).20

We begin from the description of the search processes and the determination of production and prices in the capital-good
sector and to the equations related to the determination of production, investment, prices and profits in the consumption-
good sector. We then shift our attention toward the banking sector and to the determination of credit supply. Then we
describe the functioning of the energy sector as well as the equations included in the climate box. Finally we shortly describe
the co-evolution and the feedbacks between climate and economy.

A.1 The capital good sector

The economy comprises a capital-good and a consumption-good sector, which are vertically related by investment in
machines.

Firms in the capital-good industry produce machine-tools using labour and energy. They innovate and imitate in order
to increase both labour productivity and energy efficiency of their machines, as well as to reduce their own production
costs. However, innovation and imitation are costly processes and firms need to invest in R&D a fraction of their past
sales.

The technology of the machines of vintage τ is captured by their labour productivity, energy efficiency and environmental
friendliness and it is represented by a set of six coefficients (Ak

i,τ , Bk
i,τ), with k ∈ {L, EE, EF}.

Let us start with labor productivity, L: ALP
i,τ stands for the productivity of the capital-good in the consumption-good

industry, while BLP
i,τ is the productivity of the production technique needed to manufacture the machine.

The apex EE, instead, refers to energy efficiency: AEE
i,τ represents the output per energy unit obtained by a consumption-

good firm using the machine-tool, and BEE
i,τ is the corresponding ratio characterizing the production of the capital-good

manufacturer technique. Given the monetary wage, w(t), and the cost of energy, cen(t), the unitary cost of production for
capital-good firm i is given by:

ccap
i (t) =

w(t)
BLP

i,τ
+

cen(t)
BEE

i,τ
. (1)

Similarly, the unitary production cost of a consumption-good firm j is:

ccon
j (t) =

w(t)
ALP

i,τ
+

cen(t)
AEE

i,τ
. (2)

Finally, machines and techniques are characterized by their degree of environmental friendliness (identified by the
apex EF), which corresponds to the amount of polluting substances they emit in each period for each unit of energy
employed throughout the production process. Pollutants can be of different sources and affect the quality of air, water
and ground.21 In this model the dynamics of all GHG emissions are proxied by that of CO2. This means that we assume
that all non-CO2 emissions can be converted into CO2 emissions at a constant conversion rate. Hence, AEF

i,τ refers to the
environmental friendliness of the machine-tool, while AEF

i,τ to that of firm i’s production technique.
Firms in the capital-good industry adaptively strive to increase market shares and profits trying to improve their

technology via innovation and imitation. They are both costly processes: firms invest in R&D a fraction of their past
sales in the attempt to discover new technology or to imitate more advanced competitors. As in Dosi et al. (2010), both
innovation and imitation are modeled as two step processes. The first step captures the stochastic nature of technical
change and determines whether a firm successfully innovates or imitates through a draw from a Bernoulli distribution,
where the (real) amount invested in R&D, that is, ultimately, number of people devoted to search, affects the likelihood of
success. The second step determines the size of the technological advance via additional stochastic processes:

20This section strongly draws from the original papers unless significant modifications have been made in order to
comply with the new equations presented in section 4.

21See the website of the US Environmental Protection Agency (EPA) for additional information about specific pollutants,
http://epa.gov.
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Ak
i,τ+1 = Ak

i,τ(1 + χk
A,i) for k = LP, EE (3)

Bk
i,τ+1 = Bk

i,τ(1 + χk
B,i) for k = LP, EE, (4)

AEF
i,τ+1 = AEF

i,τ (1− χEF
A,i) (5)

BEF
i,τ+1 = BEF

i,τ (1− χEF
B,i ), (6)

where χk
A,i and χk

B,i are independent draws from Beta(αk, βk) distributions over the supports [xk, xk], respectively for
k ∈ {LP, EE, EF}. The support of each distribution defines the potential size of the technological opportunity (Dosi, 1988)
along the corresponding dimension. Specifically, in case of successful innovation, the new vintage of capital-goods will be
characterized by a novel combination of labour productivity, energy-efficiency and environmental friendliness (i.e. amount
of pollutants per unit of energy used in the production process, see equations 5 and 6). Finally, successful imitators have
the opportunity to copy the technology of the closest competitors in the technological space.22

A.2 The consumption good sector

Firms in the consumption-good industry produce a homogeneous good using their stock of machines, energy and labour
under constant returns to scale. Their demand comes from the consumption expenditures of workers. The desired level of
production Qd

j depends upon adaptive expectations De
j = f [Dj(t− 1), Dj(t− 2), ..., Dj(t− h)], desired inventories (Nd

j ),
and the actual stock of inventories (Nj):

Qj(t)d = De
j (t) + Nd

j (t)− Nj(t), (7)

where Nj(t) = ιDe
j (t), ι ∈ [0, 1].

Given the desired level of production firms evaluate their desired capital stock (Kd). Therefore, if the actual capital
stock is not sufficient to produce the desired amount, firms invest in order to expand their production capacity.

EId
j (t) = Kd

j (t)− Kj(t). (8)

Firms also invest to replace current machines with more technologically advanced ones. In particular, given Ξi(t), the
set of all vintages of machines owned by firm j at time t, the machine of vintage τ is replaced with a new one if

pnew

ccon
j (t)− cnew =

pnew[
w(t)
ALP

i,τ
+ cen(t)

AEE
i,τ

]
− cnew

j

≤ b (9)

where pnew and cnew are the price and unitary cost of production associated to the new machine and b is a pay-
back parameter determining firms’ “patience” in obtaining net returns on their investments.23 Gross investment of each
firm is the sum of expansion and replacement investments. Aggregate investment just sums over the investments of all
consumption good firms.

Labour productivities, energy consumption and emissions in the consumption-good industry evolve according to the
technology embedded in the capital stock of each firm. Consumption-good firms choose their capital-good supplier com-
paring price, productivity, and energy efficiency of the currently manufactured machine tools they are aware of. Indeed,
as the capital-good market is characterized by imperfect information, consumption-good firms can directly buy from a
subset of machine-tool producers. Machine production is a time-consuming process: consumption-good firms receive the
ordered machines at the end of the period. Pricing follows a variable mark up rule.24

22The technological space is modeled as a 4-dimensional Euclidean space where `2 is chosen as the metric determining
distance between couples of points. Each point represents a technology.

23This is in line with a large body of empirical analyses showing that replacement investment is typically not proportional
to the capital stock (e.g. Feldstein and Foot, 1971; Eisner, 1972; Goolsbee, 1998).

24These assumptions finds all in line with large bodies of literature; see, e.g., Rotemberg (2008) for details on pricing,

32



Consumption-good firms must finance their investments as well as their production. In line with a large body of
literature (Stiglitz and Weiss, 1981; Greenwald and Stiglitz, 1993) we assume imperfect credit markets. Firms first employ
their cash stock, and if the latter does not fully cover total production and investment costs, they borrow external funds
from a bank. More precisely, we assume that each firm deposits its net cash flows at the bank and, if it falls short of that, it
can get access to an overdraft credit line. The bank sets the maximum amount of credit as a multiple of firms’ deposits and
it allocates them to borrowers on a pecking-order basis according to the ratio between net worth and sales (see Dosi et al.,
2013). 25 Total credit demand by firms can be higher than the maximum supply of credit, in which case credit rationing
arises.26 More details on the relationship between firms and the financial system can be found in the Appendix A.

Firms sets the price of their final good applying a variable mark-up (µj) on their unit cost of production:

pcon
j (t) = ccon

j (t)[1 + µj(t)]. (10)

The mark-up change over time according to the evolution of firm’s market share, f j (in line with a lot of evolutionary
literature and also with “customer market” models originally described by Phelps and Winter, 1970):

µj(t) = µj(t− 1)

[
1 + υ

f j(t− 1)− f j(t− 2)
f j(t− 2)

]
(11)

with 0 ≤ υ ≤ 1.
Also the consumption-good market is characterized by imperfect information (see Rotemberg, 2008, for a survey on

consumers’ imperfect price knowledge). As a consequence, consumers cannot instantaneously switch to the most compet-
itive producer even if the good is homogeneous. In turn, market shares evolve according to a “quasi replicator” dynamics:
more competitive firms expand while firms with a relatively lower competitiveness level shrink. The competitiveness of
firms depends on price as well as on unfilled demand.

At the end of every period, capital- and consumption-good firms compute their profits, pay taxes, and update their
stock of liquid assets. A firm exits the market if its stock of liquid assets is negative or if its market share falls to zero. As
the number of firms is fixed over time, each dead firm is replaced by a new entrant.27

A.3 The banking sector

In our model, money is endogenous as in Godley W. (2007); in fact, money supply depends on the lending activity of
banks. Since we have assumed that firms in the capital-good sector are paid before starting the production of machines,
credit is provided only to consumption-good firms. In the banking sector there are commercial banks that gather deposits
and provide credit to firms. The number of banks is fixed and is related to the number of firms in the consumption-good
sector: B = F2/a where the positive integer a can be taken as a proxy for the level of competition in the banking market
and it is set according to the empirical literature on topologies of credit markets. Bank-firm couples are drawn initially
and maintained fixed over time (the relationship holds both for deposits and credit), hence we assume that the firm-bank
network is fixed over time. Banks are heterogeneous in their number of clients. Following the empirical evidence on the
skewness of the bank size distribution the banks’ number of clients is determined by a random draw NLk from a Pareto
distribution defined by the shape parameter paretoa. Therefore, each bank k has a portfolio of clients Clk with clients listed
as cl = 1, . . . , Clk. In what follows, we first present how total available credit is determined by each bank, and how credit
is allocated to each firm. Next, we move to describe the organisation of the credit flow in the economy and the liquidity
account of the banks. Finally, we report the management of banking failures.

imperfect information and behavioural attitudes of consumers and Boca et al. (2008) for presence of gestation lag effects in
firms’ investments.

25Notice that firms’ deposits constitute the only “debt” of the bank in the model. Accordingly, the rule for the deter-
mination of maximum credit is equivalent to one where the bank sets credit supply in order not to violate a target on the
debt-to-asset ratio. See Appendix A and Dosi et al. (2013, 2015) for further details.

26Finally, also the firms that are not credit rationed face limits in the utilization of their overdraft credit. The ratio between
a firm’s debt and its sales cannot exceed a maximum threshold that depends on the firm’s past sales. In general we refer
the interested reader to Dosi et al. (2013) for additional information on the role of the banking sector and credit supply in
influencing model’s dynamics.

27Furthermore, in line with the empirical literature on firm entry (Caves, 1998), we assume that entrants are on average
smaller capital and stock of liquid assets than incumbents.
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Banks are heterogeneous in terms of their fundamentals, their client portfolio, as well as their supply of credit, which is
a function of their equity (NWb

k,t). On the one hand, capital adequacy requirements inspired by Basel-framework rules (see
e.g. Gatti et al. (2010); Cincotti et al. (2010); Ashraf et al. (2016)) constrain banks’ credit supply. On the other hand, in line
with the empirical evidence, banks maintain a buffer over the mandatory level of capital, whose magnitude is strategically
altered over the business cycle according to their financial fragility. Following Adrian and Shin (2010), we proxy banks’
fragility by the variable Bdak,t, defined as the ratio between accumulated bad debt (i.e. loans in default) and bank assets (i.e.
sum of the stocks of loans, sovereign bonds and reserves held by the bank). Therefore, given the parameter τ ∈ [0, 1] (fixed
by the regulatory authority) the higher the bad-debt-to-asset ratio, the lower the credit the bank provides to its clients:

TCk,t =
NWk,t−1

τb(1 + βBadDebtk,t−1)

where β > 0 is a parameter which measures banks’ sensitivity to their financial fragility. Credit supply is thus impacted
by changes in the banks’ balance sheet, which itself is affected by bank profits net of loan losses. This creates a negative
feedback loop from loan losses to changes in banks’ equity with a reduction in the amount of credit supplied by the
lender in the next period. Then each consumption-good firm needing credit applies to its bank for a loan. The banks
take their allocation decisions by ranking the applicants in terms of their creditworthiness, defined by the ratio between
past net worth (NWj,t−1) and past sales (Sj,t−1). Banks provide credit as long as their supply of credit (TCk,t) is not fully
distributed. A firm’s ability to obtain credit depends therefore on its financial status which determines its ranking, but
also on the financial fragility of its bank. It follows that in any period the stock of loans of the bank satisfies the following
constraint: ∑Clk

cl=1 Debcl,k,t = Loank,t ≤ TCk,t.
The banks earn profits out of the loans they allocate as well as the sovereign bonds they own. As the firm-bank links

are fixed, the interest rates on loans are not used by banks to compete between themselves, but rather to mirror the riskiness
of their clients. The interest rate on loans (rdeb

t ) is computed with a mark-up on the Central Bank interest rate (rcb
t ). The

latter is fixed by the Central Bank according to a Taylor rule of the form:

rcb
t = rT + γπ(πt − πT) + γU(Ut −UT), γπ > 1, γU ≥ 0

where πt represents current inflation, Ut current unemployment level and variables with apex T are target levels. γπ

and γU parameters, measure the aggressiveness of the central bank toward the two targets of low inflation-gap and/or
low unemployment-gap. In the benchmark parametrisation, the Central Bank pursues inflation stabilisation only (hence
γU = 0). Banks then fix the risk premium paid by their clients depending on their position in the credit ranking. In every
period, four credit classes are created by the banks, corresponding to the quartiles in their ranking of clients. Given the
base loan rate rdeb

t = (1 + µdeb)rt, firm j in credit class q = 1, 2, 3, 4 pays the interest rates: rdeb
j,t = rdeb

t (1 + (q − 1)kconst)

where µdeb, kconst are scaling parameters. Firms’ deposits are rewarded at the rate rD
t , banks’ reserves at the Central Bank

yield the reserves rate rrest, and sovereign bonds pay an interest rate rbondst = (1 + µbonds)rt, with µbonds ∈ [−1, 0]. The
different interest rates are set so that: rD

t ≤ rrest ≤ rbondst ≤ r ≤ rdebt.
Finally, the profits of the banks are computed as:

Πb
k,t =

Clk

∑
cl=1

rdeb
t + rres

t Resk,t + rbonds
t Bondsk,t − rDDepok,t − BadDebetk,t.

Banks experience a loan losses whenever one of their clients goes bankrupt and exits the market with a positive debt.
Banks’ profits net of taxes (NetΠb

k,t = (1− tr)Πb
k,t) are then added to their net worth (NWb

k,t), which is equal to the differ-
ence between assets and liabilities. Banks’ assets are composed of their reserves at the Central Bank (Resk,t), their stock of
sovereign bonds (Bondsk,t) and their stock of loans (Loansk,t), while firms’ deposits (Depok,t) are the only liabilities. Accord-
ingly the net worth of the bank reads: NWb

k,t = Loansk,t + Resk,t + Bondsk,t − Depok,t + NetΠb
k,t. Loan losses represent a

negative shock to bank profits, which may well become negative. If the net worth of the bank is not sufficient to cover such
losses, the bank goes bankrupt. Whenever, a bank fails (NWb

k,t < 0), the Government steps in and bails it out providing
fresh capital. The cost of the public bail out (Gbailout

t,k ) is the difference between the failed bank’s equity before and after
the public intervention. We assume that the bank’s equity after the bailout is a fraction of the smallest incumbent’s equity,
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provided it respects the capital adequacy ratio.

A.4 The public sector

The public sector levies taxes on firm profits and worker wages and pays to unemployed workers a subsidy, which cor-
responds to a fraction of the current market wage. In particular, we assume that the wage rate is determined by both
institutional and market factors; wages are therefore indexed upon inflation gap, average productivity, and unemploy-
ment rate

∆wt
wt−1

= πT + ψ1(πt−1 − πT) + ψ2
∆ĀBt

ĀBt−1
− ψ3

∆Ut
Ut−1

, (12)

where ĀB indicates the average productivity in the economy and ψ1, ψ2, ψ3 > 0. Unemployed workers receive a public
subsidy (wu

t ) which is a fraction of the current wage – i.e. wu
t = ϕwt , with ϕ ∈ [0, 1]. The total amount of unemployment

subsidies to be paid by the Government is therefore Gt = wu
t (LS − LD

t ). We also assume that workers fully consume their
income and accordingly, aggregate consumption depends on the income of both employed and unemployed workers:
Ct = wtLD

t + Gt.
The taxes paid by firms and banks on their profits are gathered by the government at the fixed tax rate tr. Public

expenditures are composed of the cost of the debt, the bank bailout cost and unemployment subsidies. Public deficit is
then equal to De ft = Debtcost

t + Gbailout
t + Gt − Taxt. If De ft > 0, the Government has to issue new bonds, which are

bought by banks according to their share in the total supply of credit.28 If the demand for bonds from the Government is
higher than what banks are able to buy, the Central Bank steps in and buys the remaining debt, behaving as a lender of last
resort. If De ft < 0, the Government uses the surplus to repay its debt. The debt-related expenditures at time t are therefore
Debtcost

t = rbonds
t Bondsstock

t−1 .
The dynamics generated at the micro-level by decisions of a multiplicity of heterogeneous, adaptive agents and by

their interaction mechanisms is the explicit microfoundation of the dynamics for all aggregate variables of interest (e.g.
output, investment, and employment). The model satisfies the standard national account identities: the sum of value
added of capital- and consumption goods firms equals their aggregate production (in our simplified economy there are no
intermediate goods). That in turn coincides with the sum of aggregate consumption, investment and change in inventories
(∆Nt):

F1

∑
i=1

Qi,t +
F2

∑
j=1

Qj,t = Yt = Ct + It + ∆Nt

In the benchmark scenario, the tax and unemployment subsidy rates are kept fixed throughout all the simulations.
This implies that they act as automatic stabilisers and that the public deficit is free to fluctuate over time. Furthermore,
as policy experiments we can study the effect of different fiscal rules, namely the 3%-deficit rule (mirroring the conditions
in the European Stability and Growth Pact, SGP) and the debt-reduction rule (mirroring the Fiscal Compact) (see Dosi
et al., 2015). With regards to monetary policy besides the benchmark Taylor rule adjusting only to the inflation gap, we
implement a dual-mandate (DM) Taylor rule.

The 3%-deficit rule mimicks the SGP. Hence the government should reach a target public deficit equal to De ft ≤
de fruleGDPt−1 where de frule = 0.03 being the maximum value of the deficit to GDP ratio allowed. When the rule is binding,
the Government has to reduce the amount of subsidies distributed in the period. In our experiments, we implement two
versions of such a rule: the first one corresponds to the original version of the Stability and Growth Path (SGP), while the
second one includes its 2005 revision allowing for more flexibility in bad times. More precisely, the fiscal rule is not binding
if the output growth rate is negative. We will refer to this second case as the SGP supplemented with an “escape clause”
(SGPec).

The debt-reduction rule is instead inspired by the Fiscal Compact (FC). In this case we add to the deficit over GDP
ratio limit a debt-reduction rule: if the ratio of public debt on GDP is over the SGP target of 60%, it should be reduced by
1/20 th (5%) of the difference between the current and target levels in every year. If the debt-reduction rule is binding,

28See also the model described in section 4.
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the surplus necessary to satisfy it is De ft = −0.05( Debtt−1
GDPt−1

− 0.6). In this case, both the excessive debt (60% of GDP) and
excessive deficit (3% of GDP) conditions have to be met, which means that the maximum deficit allowed is the minimum
between the one of the 3% rule and the one of the debt reduction rule. As the debt-reduction condition requires a surplus,
it will always prevail over the deficit one. Also in this case, if the rule is binding, the amount of unemployment subsidies is
reduced accordingly. In the experiments that follows we will consider a Fiscal Compact rule both with (FCec) and without
(FC) an “escape clause”.

A.5 The energy sector

Energy production is performed by a profit-seeking, vertically-integrated monopolist through power plants embodying
green and dirty technologies.29

The energy monopolist produces on demand De(t) units of electricity for firms in the capital-good and consumption-
good industries (we exclude the possibility of energy blackouts). The profits of the energy producer are equal to:

Πe(t) = pe(t)De(t)− PCe(t)− ICe(t)− RDe(t), (13)

where pe(t) is energy price, PCe(t) is the total cost of generating an amount De(t) of energy, ICe(t) denotes expansion
and replacement investments, RDe(t) is the R&D expenditure. In the next sections, we explain in details the elements in
equation 13.

A.5.1 Electricity producing technologies, costs and revenues

The energy firms produce electricity from a portfolio of power plants. The plants are heterogeneous in terms of cost
structures, thermal efficiencies and environmental impacts. Green plants convert freely available, renewable sources of
energy (such as wind, sunlight, water) into electrical power at a null unit production cost, i.e. cge(t) = 0, and produce no
greenhouse gas emissions.30 We shall assume for simplicity that green plants work at full capacity, hence the quantity of
electricity that can be produced through the green technology, Qge(t), is equal to its capacity Kge(t). Dirty plants burn fossil
fuels (e.g. natural gas, coal, oil) through a process characterized by thermal efficiency Aτ

de, where τ denotes the technology
vintage. Hence, the average production cost for a dirty plant of vintage τ is given by

cde(τ, t) =
p f (t)
Aτ

de
(14)

where p f (t) is the price of fossil fuels, exogenously determined on international markets.31 The dirty technology leaves a
carbon footprint, in that burning fossil fuels yields emτ

de emissions per energy unit.
As the electricity production is a highly capital-intensive process, which mainly requires power generation assets and

resources, we assume away labour from electricity production. The total production cost depends on which plants are
used. As the marginal cost of electricity production of green plants is zero, the monopolist will employ them first and it
will switch on the dirty plants only if the green capacity is insufficient to satisfy demand. Even in that case, the cheapest
dirty plants will be used first.32

29The assumption of monopolistic production may sound questionable in light of the liberalization process at work in
the energy markets, but it is worth noting that oligopolistic liberalized electricity markets are prone to tacit collusion rooted
in repeated interaction, tall entry barriers, and a relatively high degree of transparency in supply offers (see e.g. Fabra and
Toro, 2005).

30Naturally, the unit cost of production of green plants and their emissions are higher than zero. However, our simulation
results do not substantially change if the unit cost of production and emissions of renewable energy plants are lower than
those of fossil-fuel plants.

31The markets for fossil fuels are globally integrated and the prices of different fuels are linked, as also shown by the
evidence of co-integration of their time series. Recently, the shale gas revolution has blurred this relationship (Caporin and
Fontini, 2016). However, in presence of institutional factors, such as prices indexed on baskets of energy goods, we can
consider fossil fuels as homogeneous in their impacts on electricity production costs.

32Such a merit order rule is based on the actual functioning of the electricity industry. Even before liberalization, the
traditional goal of energy systems management was the minimization of system-wide electricity production, transmission,
and distribution costs.
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Let IM be the set of infra-marginal power plants, whose total production equals demand. If De(t) ≤ Kge(t), IM only
includes green plants and the total production cost is zero. If De(t) > Kge(t), the total energy production cost (PCe) is
positive as dirty power plants are activated:

PCe(t) = ∑
τ∈IM

gde(τ, t)cde(τ, t)Aτ
de, (15)

where gde(τ, t) is the absolute frequency of vintage τ plants.
The energy producer adds a fixed markup µe ≥ 0 on the average cost of the most expensive infra-marginal plant.

Hence the selling price reads:

pe(t) =

µe if De(t) ≤ Kge(t)

cde(τ, t) + µe if De(t) > Kge(t)
, (16)

where cde(τ, t) = maxτ∈IM cde(τ, t). Note that according to equation 16, the energy producer gains a positive net revenue
on all infra-marginal plants.33

A.5.2 Energy plant investment

The energy producing firm needs to replace obsolete plants, as well as to perform expansion investments whenever the
current capacity is insufficient to cover demand. New plants are built in house, but the costs of building new green and
dirty plants differ. More specifically, we normalize to zero the costs of building new dirty plants, whereas a cost of ICτ

ge

must be sustained in order to install a new green plant.
The capacity stock Ke(t) is defined as the sum of the capacities of all power plants across technologies (green, dirty)

and vintages. As the capacities of individual plants are normalized to one, the capacity stock reads:

Ke(t) = ∑
τ

gde(τ, t) + ∑
τ

gge(τ, t), (17)

where gde(τ, t) denotes the absolute frequency of vintage-τ dirty plants, and gge(τ, t) is the same for green plants. Given
that green power plants produce at full capacity and dirty plants are characterized by thermal efficiencies Aτ

de, the maxi-
mum production level that can be obtained with the available capacity stock is

Qe(t) = ∑
τ

gde(τ, t)Aτ
de + ∑

τ
gge(τ, t). (18)

Whenever the maximum electricity production level Qe(t) falls short of the electricity demand De(t), the monopolist
invests (EId

e ) to expand the capital stock:

EId
e (t) =

Kd
e (t)− Ke(t) if Qe(t) < De(t)

0 if Qe(t) ≥ De(t)
. (19)

The energy producers employ a payback period routine to choose the technology of its expansion investment. More
specifically, the expansion investment involves only new green capacity, whenever the fixed cost of building the cheapest
vintage of green plants (ICge) is below the discounted production cost of the cheapest dirty plant (cde):

ICge ≤ becde

where be is a discount factor, ICge = minτ ICτ
ge, and cde = minτ cτ

de. If so, the producer builds EId
e (t) units of new green

capacity and the expansion investment cost amounts to

ECe(t) = ICgeEId
e (t) (20)

33Other empirically observed ways of exploiting market power include withholding relatively cheap plants and causing
network congestion. We think that modeling market power through markups captures all these practices. Note also that a
monopolistic producer could arbitrarily increase the price beyond any limit, but this usually does not occur as producers
fear regulatory intervention, wish to discourage entry, or there is a price cap set by the regulatory agency.
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If instead the payback rule is not met, the entire expansion investment consists of the cheapest dirty plants and is under-
taken at no cost (ECe(t) = 0). Total costs are obtained from the sum of variable production costs and fixed investment
costs. In the baseline configuration of the model, dirty plants are initialized with a 20% cost-advantage with respect to
green energy plants, which is broadly consistent with the modelling assumptions suggested in Tidball et al. (2010).

A.5.3 R&D expenditures and outcomes

The energy producer tries to innovate in order to discover new green and dirty technologies. The R&D investment is a
fraction ve ∈ (0, 1) of previous period sales:

RDe(t) = veSe(t− 1) (21)

The R&D budget is split among green (INge) and dirty (INde) technologies according to the following rule:

INge(t) = ξeRDe(t) INde(t) = (1− ξe)RDe(t),

with ξe ∈ (0, 1). Given the R&D investment, the innovative search in the green and dirty technological trajectories is
successful with probabilities θge(t) and θde(t):

θge(t) = 1− e−ηge INge(t) θde(t) = 1− e−ηde INde(t) (22)

with ηge ∈ (0, 1), ηde ∈ (0, 1).
Successful innovation in the green technology reduces the fixed costs, thus encouraging the installment of green

plants.34 Formally, we keep our modeling strategy consistent with the innovation process in the industrial side of the
model (section A.1). Installment cost of a new vintage of green plants, ICτ

ge, is lowered by a factor xge ∈ (0, 1) (a random
draw from a Beta distribution) with respect to the previous vintage:

ICτ
ge = ICτ−1

ge xge (23)

A successful innovation in the dirty technology, instead, works through a better thermal efficiency and the abatement
of greenhouse gas emissions. The efficiency and emissions of a new dirty technology (vintage τ) are represented as a pair
(Aτ

de, emτ
de), related to the existing values as follows:

Aτ
de = Aτ−1

de (1 + xA
de) emτ

de = emτ−1
de (1− xem

de ) (24)

where xA
de and xem

de are independent random draws from a Beta distribution. Note that the new dirty technology could be,
in principle, characterized by higher thermal efficiency but also higher levels of emissions. This is to capture the fact that
what we refer as an energy technology in the model corresponds, in the real world, to a complex set of procedures and
routines allowing to move from energy resources (e.g. coal) to, basically, electricity. Advances in one aspect (e.g. energy
intensity of coal washing), may not come together with advances in the others (e.g. generation of emissions in burning
coals).

A.6 The climate box

The climate box links CO2 emissions with atmospheric carbon concentration and the dynamics of Earth’s mean surface
temperature. Such relationships are modeled through a core carbon cycle as in Sterman et al. (2012, 2013). The climate box
captures the major features of the physical and chemical relations governing climate change, paying particular attention
to the feedbacks that might give rise to non-linear dynamics, while avoiding a complex and detailed description of the
climatic process. The introduction of such feedbacks, whose importance in accelerating global warming has been largely
investigated (Cox et al.), is not a novelty in integrated assessment. however, it constitutes one of the fields where improve-
ments are more advocated to increase the reliability of models. This is why we believe it is important to include them, at

34In real world, the thermal efficiencies of green technologies is far below 100% and there can be efficiency-improving
innovations. As higher thermal efficiency allows a faster amortization of the fixed construction cost, we think that our mod-
eling choice yields the same effects (lower fixed construction costs reduce the break-even point) in a more parsimonious
setting.
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least in a stylized manner (van Vuuren et al., 2011).35

A.6.1 The carbon cycle

Our carbon cycle is modelled as a one-dimensional compartment box based on Goudriaan and Ketner (1984) and Oeschger
et al. (1975). On the one hand, atmospheric CO2 is determined in each period by the interplay of anthropogenic emissions,
exchanges with the oceans, and natural emissions from the biosphere. On the other hand, CO2 is removed from the
atmosphere as it is dissolved in the oceans and taken up by biomass through net primary production. To simplify, we
model the biosphere as an aggregate stock of biomass endowed with a first order kinetics.

Net primary production (NPP), modeled here as the flux of carbon from the atmosphere to biomass, grows logarith-
mically with the CO2 stock (Wullschleger et al., 1995) and it is negatively affected by temperature’s increase:

NPP(t) = NPP(0)
(

1 + βC log
Ca(t)
Ca(0)

)
(1− βT1 Tm(t− 1)), (25)

where Ca(t) represents the stock of carbon in the atmosphere at time t, Tm is the increase in mean surface temperature from
the pre-industrial level (corresponding to t = 0), βC is the strength of the CO2 fertilization feedback,36 while βT1 captures
the magnitude of the temperature effect on NPP. A negative relationship between NPP and surface temperature is included
to account for such an important climate-carbon feedback. Note that in line with recent findings (Zhao and Running, 2010),
the second term of equation 25 captures the negative impact of global warming on the biosphere uptake, which gives rise
to positive climate-carbon cycle feedbacks (Sterman et al., 2012).37

The concentration of carbon in the atmosphere depends also on the structure of exchanges with the oceans. The latter
are represented by a two-layer eddy diffusion box which simplifies Oeschger et al. (1975).38 In particular, it is composed
by a 100 meters mixed layer (which constitutes upper oceans) and a deep layer of 3700 meters for an average total depth of
3800 meters. The equilibrium concentration of carbon in the mixed layer (Cm) depends on the atmospheric concentration
and the buffering effect in the oceans created by carbonate chemistry:

Cm(t) = C∗m(t)
[

Ca(t)
Ca(0)

]1/ξ(t)
(26)

where C∗m is the reference carbon concentration in the mixed layer, Ca(t) and Ca(0) are respectiviely the concentration
of atmospheric carbon at time t and at the initial point of the simulation, and ξ is the buffer (or Revelle) factor.39

The Revelle factor is not constant and rises with atmospheric CO2 (Goudriaan and Ketner, 1984; Rotmans, 1990) im-
plying that the oceans’ marginal capacity to uptake carbon diminishes as its concentration in the atmosphere increases:

ξ(t) = ξ0 + δ log
[

Ca(t− 1)
Ca(0)

]
(27)

where ξ0 is the initial value of the Revelle factor, and δ > 0 expresses the sensitivity of ξ to the relative atmospheric
concentration of carbon.

The reference carbon concentration in the mixed layer (C∗m) is affected by the negative effect of global warming on the
seawater solubility of CO2 (Fung, 1993; Sarmiento et al.), which, in turn accelerates climate change (Cox et al.). As in the

35Our modelling effort give rise to a structure akin to the so-called Simple Climate Models (Harvey et al., 1997, for a
review).

36The fertilization feedback refers to the phenomenon of increasing biosphere’s carbon uptake due to the stimulus that
CO2 atmospheric concentration exerts on vegetation productivity (Allen, 1990; Allen and Amthor, 1995; Matthews, 2007).

37The role of warming on the biosphere uptake of carbon is still debated and strongly depends on local conditions
(Shaver et al., 2000; Chiang et al., 2008; IPCC, 2001, ch. 3). However, the IPCC (2007a) reports evidences of stronger positive
climate-carbon cycle feedbacks than previously thought, which would increase future estimates of CO2 concentration in
the atmosphere.

38Our representation of the oceans resembles that in Nordhaus (1992). The eddy diffusion refers to any diffusion process
by which substances are mixed in a fluid as a result of a turbulent flow. A simplifying example consists in the diffusion of
a dissolved sugar molecule across a coffee cup due to the eddies generated by the movements of the spoon.

39The Revelle factor (Revelle and Suess, 1957) expresses the absorption resistance of atmospheric carbon dioxide by the
ocean surface layer. The capacity of the ocean waters to take up surplus CO2 is inversely proportional to its value.
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previous case, we approximate this feedback to a first order term:

C∗m(t) = Cm(0)[1− βT2 Tm(t− 1)] (28)

where Cm(0) is the initial concentration of carbon in the mixed layer of the oceans, and βT2 models the sensitivity to
temperature changes of the equilibrium carbon concentration in seawater .

Net flux of carbon through the oceans is determined by the relative concentration of carbon in the two layers. In
particular, the net flux from the mixed to the deep layer (∆Cmd), is defined by:

∆Cmd(t) = keddy

[
Cm(t−1)

dm
− Cd(t−1)

dd

]
d̄md

(29)

where dd and dm are respectively the thickness of deep and mixed layers, d̄md is the mean thickness of the mixed and deep
oceans, and keddy is the eddy diffusion parameter. The flux of carbon through the atmosphere, biosphere and oceans affects
the heat transfer across the system and, hence, the dynamics of Earth’s surface mean temperature.

A.6.2 Global warming

Once carbon exchanges among the atmosphere, the oceans and the biomass reach a new equilibrium, the updated concen-
tration of carbon affect global warming mainly via radiative forcing. In particular, the global mean surface temperature
is determined by the heat content of the surface and mixed layer of the oceans, which are aggregated into a single com-
partment. We model the behavior of temperatures in the different layers building on Schneider and Thompson (1981) and
Nordhaus (1992). The heat content of the different layers is modulated by their reciprocal exchanges and, with respect to
the upper compartment (atmosphere and surface oceans), by the CO2 radiative forcing (FCO2 ).40 Therefore, the dynamics
of the temperature in the mixed (Tm) and deep (Td) layers can be modelled as follows:

Tm(t) = Tm(t− 1) + c1 {FCO2 (t)− λTm(t− 1)− c3[Tm(t− 1)− Td(t− 1)]} (30)

Td(t) = Td(t− 1) + c4 {σmd[Tm(t− 1)− Td(t− 1)]} (31)

where temperature (T) is expressed as to pre-industrial levels, Rm and Rd are the thermal inertias in the two layers, λ is a
climate feedback parameter, FCO2 represents the radiative forcing in the atmosphere from GHG (relative to pre-industrial
levels) and σmd is a transfer rate of water from the upper to lower oceans accounting also for the heat capacity of water.
The main climate variable we are interested in is the temperature of the surface-upper oceans compartment, Tm.

Accumulation of GHG leads to global warming through increasing radiative forcing (FCO2 ) according to:

FCO2 (t) = γ log
(

Ca(t)
Ca(0)

)
, (32)

with γ > 0. The anthropogenic emissions contributes to increase carbon concentration in the atmosphere (see Section A.7),
thus inducing climate change via the radiative forcing of GHGs. At the same time, global warming exerts two important
feedbacks on the dynamics of carbon, affecting its exchanges with the biosphere (eq. 25) and the oceans (eq. 28).

A.6.3 The timeline of events in the climate box

In each period, we assume that events in the economy and the climate box happen sequentially with the surface tempera-
ture as the last variable to be determined:

1. total emissions produced in period t add to the current stock of atmospheric CO2 concentration, thereby modifying
the biophysical equilibrium;

2. the increased carbon concentration affects oceans’ marginal capacity to uptake CO2;

40Radiative forcing is a measure of the influence a factor has in altering the balance of incoming and outgoing energy in
the Earth-atmosphere system and it is an index of the importance of the factor as a potential climate change mechanism
(IPCC, 2007b). To simplify, we use CO2 as a proxy for all greenhouse gases and we consider only its radiative forcing.
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3. carbon exchanges between the atmosphere and both biosphere and oceans take place, with the possible feedbacks
from global warming;

4. the new equilibrium concentration of carbon in the atmosphere, Ca(t), is determined;

5. Ca(t) affects the new radiative forcing of GHG;

6. the radiative forcing determines the entity of climate change, i.e. the increase in mean surface and upper oceans’
temperature;

7. a set of stochastic shocks hitting the economy are drawn from a distribution whose density function is affected by
the dynamics of surface temperature.

The last point provides the feedback between the climate evolution and the dynamics of the economy. We describe it in
more details in the next Section.

A.7 Climate and economy co-evolution

The dynamics of the climate and the economy are intimately interlinked: on one side, emissions affect the equilibrium
temperature in the atmosphere; on the other, climate change induces a variety of effects (damages) on economic agents.

To begin with, production of goods and energy entails CO2 emissions in the atmosphere, thereby increasing its con-
centration. Total emissions (Em) are simply obtained by summing CO2 emissions in the machine-tool industry (Emcap),
consumption-good sector (Emcon) and in energy production (Emen):

Em(t) = ∑
τ

∑
i

Emcap
i,τ (t) + ∑

j
Emcon

i,τ (t) + Emen
τ (t)

 , (33)

where τ denote the vintage of machine or power plant. Emissions are obtained straightforwardly multiplying the
coefficient of environmental friendliness of the machine (plant) at stake with the total amount of energy units (fuel units,
in the case of the energy sector) used in period t.

At the same time, climate change impacts on the economic system via multiple, possibly catastrophic, events hitting
labour productivity, firm energy efficiency, firm-level capital stocks and inventories, etc. Climate change originates from
increasing radiative forcing due to higher and higher CO2 concentration in the atmosphere. As it is well discussed in
Pindyck (2013), the choice of how to represent global warming-induced damages is the most speculative element of the
analysis. Notwithstanding the burgeoning econometric literature on the assessment of the economic effects of climate
change (Dell et al., 2014; Carleton and Hsiang, 2016; Hsiang et al., 2017), selecting an appropriate functional form for the
damages is still challenging.41

In many cases, IAMs simply assess the impact of climate-change on the economy via aggregate fractional GDP losses.
The usual practice consists in specifying an ad-hoc functional form for the so-called damage function, which express the
percentage output loss for any level of temperature anomaly.42 The adoption of simple aggregate damage functions brings
three issues. First, by considering only GDP losses, it is not possible to distinguish between different types of damage.
Second, the adoption of continuous and “smooth” damage functions rules out the treatment of catastrophic, more or less
rare, climate events and impose not to look at the fluctuations such events might create in the economic system Hallegatte
and Ghil (2007). Finally, there is an absolute degree of certainty in the occurrence of the damage: whenever an increase in
average surface temperature materializes, some output is deterministically destroyed.

In the attempt to overcome such problems, we employ a genuine bottom-up approach to climate impact modeling
(Ciscar et al., 2011, 2012). More specifically, our stochastic agent-based damage generating function evolves over time according
to the dynamics of the climate. At the end of each period, a draw from the distribution establishes the size of the shock
affecting firms and workers. The impact of climate shocks are heterogeneous across agents (e.g. some firms can face
disasters, while others mild events) and it can affect different variables (e.g. labor productivity, capital stock, etc.).

41Recently new empirical works explore climate impacts (see e.g. Carleton and Hsiang, 2016). However, we are not
aware of IAMs accounting for them.

42For example, Nordhaus (2008) uses an inverse quadratic loss function, Weitzman (2009) proposes a negative exponen-
tial functional specification emphasizing the catastrophic role of large climate changes, while Tol (2002) uses sector and
area specific loss functions.
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The disaster generating function takes the form of a Beta distribution over the support [0, 1], whose density satisfies:

f (s; a, b) =
1

B(a, b)
sa−1(1− s)b−1, (34)

where B(·) is the Beta function and a, b are respectively the location and scale parameters. Both parameters are assumed to
evolve across time reflecting changes in climate variables:

a(t) = a0[1 + log Tm(t)] (35)

b(t) = b0
σ10y(0)
σ10y(t)

, (36)

where σ10y(t) captures the variability of surface temperatures across the previous decade and a0, b0 are positive integers.43

Equations (35) and (36) shape the disaster generating function as a right-skewed, unimodal distribution, whose mass shifts
rightward as temperature increases, thereby raising the likelihood of larger shocks.44 Equation (36) determines the size of
the right tail of the distribution and it allows one to account for the importance of climate variability on natural disasters
(Katz and Brown, 1992; Renton et al., 2014), which has been increasingly recognized as a major driver of climate disasters
(Thomalla et al., 2006; IPCC, 2012; Revesz et al., 2014), even if most of the models do not even mention it.45

In each period a sample of climate-change shocks are drawn from the Beta distribution, which evolves over time
according to the dynamics of the climate. In particular, we extract as many shocks as the agents affected in the given
scenario of analysis. Shocks and agents are randomly matched, and each agent suffers a loss in the targeted variable
proportional to the size of the shock (e.g. in the case of labour productivity, ALP

i,τ (t) = [1− shocki(t)]ĀLP
i,τ (t), where ĀLP

indicates the value that i’s labour productivity would have taken in absence of climate damages).

B Appendix - Replication of stylized facts

B.1 Macro Stylized Facts

Let us start by looking at how the model replicates the macro empirical regularities (much more details on these results in
Dosi et al. (2010) and Dosi et al. (2013)). Also in this version, the model is able to generate endogenous self-sustained growth
patterns characterized by the presence of persistent fluctuations (see figure 5) as well as fat-tailed growth rates distributions
(see figure 6 and 7). Furthermore, the relative magnitudes of the volatilities of GDP, consumption and investment are
respected: in table 1 we have instead report a list of important stylized facts that the model is able to reproduce.

We also observe in figure 8 that the dynamic auto- and cross-correlation of GDP with consumption and investment are
respected: consumption in highly pro-cyclical and synchronized with GDP (possibly reflecting a long-run cointegration
relation) and investment is pro-cyclical and lagging.

Figure 9 presents instead the dynamic cross-correlations of GDP and private debt and of GDP and the amount of
deposits: both are pro-cyclical and slightly leading.

Finally, we present some additional evidence on the dynamic auto- and cross-correlation between credit variables.
In particular, figure 10 presents private debt and bad debt. This dynamic correlations are of particular importance for
interpreting the results that we will present in the next section concerning the QE unconventional monetary policy and the
mark to market accounting policy. It is indeed possible to see that private debt and bad debt are dynamically positively
correlated, hence they might possible be a source of positive feedback mechanisms in the model aggregate dynamics.

43For modelling purposes we estimate the standard deviation of the previous ten recorded temperatures; however, a
widely used measure of climate variability corresponds to the count of extreme temperatures (IPCC, 2012).

44Naturally, any distribution would be feasible for sampling climate shocks. Our choice should be considered as a first
attempt towards a micro-foundation of climate damages. The Beta distribution is flexible enough to explore a wide range
of scenarios and to genuinely account for fat-tailed climate risks (Ackerman et al., 2010; Weitzman, 2011; Pindyck, 2012).

45The majority of studies accounting for climate catastrophes employ some variant of the DICE model (see also Gerst
et al., 2010; Berger et al., 2016) where an arbitrary large output loss is identified as a catastrophe. To the contrary, our
modeling effort should be seen as an attempt at providing evidence of how large shocks at the individual level might
impact on aggregate dynamics, outside optimal growth paths.
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Figure 5: Log-GDP time series for each MonteCarlo run displaying long-run linear growth trends with short-run
business cycles.

Figure 6: Left panel: GDP growth rate time series for each MonteCarlo run. Right panel: MonteCarlo pooled growth
rates distribution (histogram) versus a normal distribution with equivalent mean and standard deviation (red kernel
density).
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Figure 7: MonteCarlo pooled growth rates distribution, laplace fit.

Figure 8: Dynamic auto-correlation of GDP (green) and dynamic cross-correlations between BP filtered (6,32,12) GDP
and consumption (red) and between GDP and investment (blue).
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Figure 9: Dynamic cross-correlation between BP filtered (6,32,12) GDP and private debt outstanding (green) and
between GDP and total amount of deposits (red).

Figure 10: Dynamic auto-correlation of BP filtered (6,32,12) total private debt outstanding and dynamic cross-
correlation between private debt outstanding and the total amount of bad debt (red).
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We close the macro replication part with a stylized fact related to the energy sector presented in figure 11 As in the
Lamperti et al. (2017) version of the model, we indeed find that the energy demand is pro-cyclical at lagging values.

Figure 11: Dynamic cross-correlation of BP filtered (6,32,12) GDP and energy demand.
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B.2 Micro Stylized Facts

Concerning the micro stylized facts, we here focus on the distributional properties of the firms. In particular we investigate
the size distribution and the growth rates distribution (see figure 12), the productivity growth distribution (see figure 14)
and the persistence in productivity (see figure 15).

Figure 12: Size distributions of all firms (upper panels) and log-size distribution of large firms (lower panels). Left:
capital goods sector. Right: consumption good sector.
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Figure 13: Laplace fit of the growth rate distributions of firms. Left: capital goods sector. Right: consumption good
sector.

Figure 14: Productivity growth distributions. Left: capital goods sector. Right: consumption good sector.
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Figure 15: Productivity persistence, measured by the average (across firms) auto-correlation function. Left: capital
goods sector. Right: consumption good sector.
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