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Abstract: Twitter is increasingly used by individuals and organizations to broadcast their feelings
and practices, providing access to samples of spontaneously expressed opinions on all sorts of themes.
Social media offers an additional source of data to unlock information supporting new insights
disclosures, particularly for public health purposes. Systemic lupus erythematosus (SLE) is a complex,
systemic autoimmune disease that remains a major challenge in therapeutic diagnostic and treatment
management. When supporting patients with such a complex disease, sharing information through
social media can play an important role in creating better healthcare services. This study explores the
nature of topics posted by users and organizations on Twitter during world Lupus day to extract latent
topics that occur in tweet texts and to identify what information is most commonly discussed among
users. We identified online influencers and opinion leaders who discussed different topics. During
this analysis, we found two different types of influencers that employed different narratives about
the communities they belong to. Therefore, this study identifies hidden information for healthcare
decision-makers and provides a detailed model of the implications for healthcare organizations to
detect, understand, and define hidden content behind large collections of text.

Keywords: social media; Twitter; systemic lupus erythematosus (SLE); network analysis; topic modeling;
text analysis

1. Introduction

In recent years, the way in which researchers’ results, discoveries, and knowledge have been
disseminated has changed significantly. The advancement of Internet technology has enabled the rise
of social media platforms such as Facebook, Twitter, Reddit, and others to serve as channels where
people interact, share opinions, and debate. These forums create communities where people establish
relationships and interactions among themselves.

These online communities can influence and can be influenced by other online communities.
This spread of influence plays a major role in the spreading of information, some of which may affect
people’s offline behavior [1].

Content produced on social media can spread quickly throughout these communities, triggering
rumors and cascading effects that can deeply influence political decisions, economic choices, social
well-being, perceptions, and beliefs [2].

The use of social media text analysis and social network detection is not new in the public
health field. Many studies have investigated the areas of forecasting clinical surveillance [3,4] and
misinformation within and across health communities [5]. These studies contain considerable evidence
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suggesting that technology has been useful in the health domain, generating considerable awareness on
social media, and helping people who live in remote areas [6] or who have little access to treatment [7].

Most of these studies have focused on epidemic and infectious diseases, while in the field of chronic
diseases efforts have been mainly devoted to well-known diseases like diabetes or cardiovascular
disease [8]. To our knowledge, little effort has been made to investigate the online communities’
dynamics around rare and complex rheumatic diseases, such as systemic lupus erythematosus (SLE),
which is a chronic autoimmune disease whose management is still challenging due to the variety
and complexity of the symptoms. These challenges greatly impact SLE patients’ quality of life and
social activities [9]. Additionally, SLE also faces significant and complex unmet needs that must be
dealt with [10], such as diagnostic delay and high burden of therapy [11], which puts pressure on
healthcare costs.

Despite this lack of deep investigation of the social media interaction phenomenon for this complex
rheumatic disease, patient associations, healthcare communities, blog pages, and patients are active on
social media in order to seek information and increase awareness among the general public. In most
cases, patients use these channels for emotional and peer health support [12,13], often searching for
new treatments or healthcare decision suggestions [14].

Literature Review

Literature on social media analysis has been previously analyzed in different applications
that explore the pivotal role played by people’s perspective and community interactions to obtain
worthwhile information for healthcare decision-making [15]. Applications of social media analysis
for collecting information on behavioral patterns have previously been proposed under different
conditions and with different purposes. In cancer, for instance, content analysis of discussions related
to medication use and side effects [16] showed how the internet can be a valuable way for individuals
to report side effects, and how healthcare professionals can support an effective medication adherence
plan by monitoring the social media discussion. Another example can be found in tweets about diabetes
and diets [17], emphasizing how some users acting as diabetes advocates can spread information and
serve as opinion leaders, thus influencing others’ attitudes and behavior [18].

Other studies have reported the beneficial effects of higher patient satisfaction and patient
engagement when hospitals create valuable social media interaction and strategy, providing better
value for the hospitals adopting such a policies [19].

A recent literature review [20] that explored the effects of social media interaction on patient
and healthcare professional relationships pointed out how patients mainly use social media for social
support, which is represented through information support, emotional support, esteem support,
and network support.

One of the main advantages of Twitter is the fact that users can express themselves freely, reducing
the bias effect that often affects other types of investigation methods, such as online surveys or
interviews [21]. On the other hand, it is important to consider the risks of using Twitter in social and
healthcare research given the unrepresentativeness of the user community, the spread of misinformation,
and difficulties in verifying the credibility of sources.

However, we believe that perspectives and views held by community members and expressed
on social media platforms represent a good proxy of feelings and attitudes that might influence
decision-making of other communities or users. Identifying as precisely as possible the content of these
feelings and attitudes would improve the development of a tailored strategy for public health issues.

Analyzing the network dynamics and the role played by key users in the network community
(such as influencers and opinion leaders) offers a gatekeeping tool to understand how information
enters, flows, and spreads throughout the communities, and who drives it.
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2. Methods

The objectives of this study were (1) to investigate and identify the common themes that spread
on Twitter during World Lupus Day and to (2) detect the communities’ network dynamics, identifying
“influencers” and their communities’ features.

2.1. Proposed Methodology

Using Twitter public streaming API, tweets released on the 10th of May 2019 containing at least
one of the following words or hashtags were collected and analyzed: #WorldLupusDay, #lupus,
#SystemicLupusErythematosus, or #SLE. A total number of 4434 (including retweets) tweets took into
account information (i.e., time, location, sources, retweets, retweet count, follower count, and friend
count) were collected. Tweets came from 2813 unique users. R software was used for the analyses.

A comprehensive analysis flow is presented in Figure 1. Following the scheme of social media
analytics [22], it is possible to extract patterns, discover hidden information, and outline network
interactions among online communities by mining the health discussions.
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Figure 1. Framework workflow of social media Twitter analysis.

In stage one (capturing), we collected tweet texts and information containing keywords or
hashtags released on Lupus Day through the Twitter API. Next, data-cleaning and pre-processing
were applied to the entire dataset obtained. In stage two, we performed data analysis using two main
techniques: (a) text analysis/natural processing languages through word frequencies, n-gram, and topic
modeling, and (b) network analysis and measurements (statistics and scores of the network under
investigation). Stage three focused on results visualization. Visualization techniques, such as bar-charts,
histograms, network graphs, and other visualization types, assumed a key role in interpreting and
presenting results.

2.2. Data Cleaning and Pre-Processing

Data were gathered to employ retweet [23] packages belonging in the R software. On the basis of
data collected, the influencer score and network influence score were calculated. The influencer score
represents a proxy to identify the small percentage of users who have a large connection (followers) to
a large audience who follow them and have established a sort of trust in which their posted content
creates perceived influence [24]. On the other hand, the network influence score, which is based on the
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number of retweets received by other users, represents a sort of endorsement of a specific content or
message shared. The further a tweet spreads, the more influence the user has.

We can summarize the two scores by saying that the first score is more oriented toward the
enormous attraction of followers one is able to obtain based on shared lifestyles, opinions, and textual
content [25]. The second score is more based on the attention and endorsement that a tweet content
(or a set of tweets) is able to achieve, being shared throughout a user network in a certain span of
time [26].

Despite the efforts and increasing interest in properly measuring and assessing an influencer’s
score, when detecting a user’s ability to maximize and spread content and thus shape followers’
perceptions and behavior there is still a clear lack of widely recognized measures that are able to
do so [27]. Nevertheless, some studies, especially from marketing literature [28,29], have developed
robust measures to gain solid proxies of the social media influencers’ effect. In our study, we obtained
the influencers score, aggregating the performance of Twitter indicators addressed by Anger Isabel
and Kittl Christian [30]. The score index was calculated as the average of the sum of three different
ratios: the ratio between the number of followers over the number of following (Rf); the retweets
and mention ratio (Rrt), which is calculated as total retweet count over the total number of tweets
created; and the interaction ratio (Ri) obtained dividing total retweets count by the number of followers.
The aggregation of three independent ratios reduced the possibility of misinterpretation based on
the mass-followers effect. Nevertheless, it is important to keep in mind that other measures exist,
which could integrate even more sophisticated scores [29].

2.3. Network Analysis

The scoring index for the network influence score (ii) takes into account typical approaches from
social network analysis, which considers independent indexes from graph theory [31], i.e., betweenness
centrality, out-degree, PageRank, and others. To detect influencer users in the network dynamics, we
considered retweets as a proxy to represent an endorsement to the tweet content shared by the user.
The modularity [32] detection algorithm was employed to identify communities (clusters) that compose
retweet network. Basically, the modularity algorithm divides a network into a set of clusters where each
node (user) belongs to only one cluster. It measures the strength of the identified clusters in the network
where modularity group nodes exhibit high density with each other. The Force Atlas 2 [33] algorithm
was employed to visualize the network layout. It is a force-based algorithm that draws linked nodes
closer while pushing unrelated nodes farther, addressing hubs in clusters. This visualization provides
a readable representation of the entire graph.

As a score index, the eigenvector centrality [34] was employed to determine the influencer nodes.
Eigenvector centrality is a measure of the node’s importance in the entire network weighed on the
nodes’ connection. For our purposes, this was the most suitable index to identify influencer nodes [35].
To calculate and compute the network analysis, score, and visualizations, we used Gephi software [36].

2.4. Text Analysis and Topic Modeling

Topic modeling is a branch of unsupervised methodology for the natural processing language
applied to analyze and extract topics from a corpus of documents. This approach fit the text analysis
for Twitter content quite well. Considering, the unsupervised nature of the topic modelling method,
it was possible to identify the thematic structure (topics) within the set of tweet texts without any
prior data manipulation, like text-labeling or training dataset. Topic modeling application allowed the
discovery of the thematic structure in a large corpus of text, making it possible to organize, summarize,
and visualize the latent themes and patterns present in any kind of text corpus [37].

The most common topic modeling approach used was the latent Dirichlet allocation (LDA) [38],
which is a generative probabilistic model assuming that a document is composed of a set of (latent)
topics, where each topic is composed of a set of words. This approach can be thought of as a
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classification method instead of a numerical feature or collection of words one could group together in
a meaningful way. See Figure A1 in the Appendix A for more details.

A recent application that can expand the ability of the LDA framework to gain valuable results
from a large corpus of text is structured topic modeling (STM) [39]. STM provides the possibility
of considering metadata associated with the text, such as the author of the tweet, the associated
numerical score, and other characteristics of the overall dataset using document-level covariates.
After identification of the latent topic, using the stm R package [40], we estimated the effect influencer
score and network influencer score as covariates had on topic prevalence, exploring whether and which
topics had a higher probability of appearing in tweet texts, aiming to investigate whether different
topics were used in different ways. See Figure A2 in the Appendix A.

3. Results

From the dataset composed of 4434 tweets, a network to analyze the network influencer score
was created involving 2813 unique users and employing a direct graph. Each node represented a user
and the edge between two nodes was established when a user’s tweet was retweeted. We considered
the giant component network and the smaller disconnected components were dropped out (18.3%).
More details on the network analysis are provided in the Appendix A. See Figures A6 and A7.

The size of the nodes was proportional to the number of social connections based on the number
of retweets a specific user received. Nodes and edges had the same color if they were linked to
each other, making the detection of communities possible. The node position in the network was
determined by a heuristic that attempted to locate nodes connected closer together, which thus revealed
the communities’ structure. See Figure 2.
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Figure 2. Retweet network analysis.

The community detection algorithm found 25 communities (clusters). The top five communities
accounted for more than 55% of all network connections. Applying the eigenvector centrality algorithm
to detect the most influential users, five nodes emerged as the most influential. These five users
received more attention, intended as the number of retweets, allowing them to catalyze a vast amount
of attention based on their tweet text content shared. We asked the top influencers identified for their
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permission to display their account name. Four of them consented to display their names; for the
others, we used anonymized acronyms to identify the account type.

As reported in Table 1, only one account appeared in both influencer scores. This was due to the
fact that the two scores were intended to measure different dynamics. Nevertheless, considering the
specificity of the dataset collected, in this case it was also true that two different types of influencers
played a different role and showed different features in attracting attention based on their posted
content. Interestingly, the highest scored user was Peter Morley, whose network is weakly connected
with the rest of the main users’ connections. He is easily visible in Figure 2 with his peripheral position
in the network structure.

Table 1. Top scored influencers.

Title Screen Name Influencer Score Screen Name Network
Influencer Score

1 Integrated clinical
Hospital; USA 35.182 Peter Morley 0.99

2 information boards
Blog; UK 26.257 lupusuk 0.66

3 Physiopedia 21.259 Information boards
Blog; UK 0.37

4 Newspaper;
South Africa 20.830 Advocate page; USA 0.28

5 Radio; Nigeria 12.814 Lupus charity; USA 0.24
6 HibbsLupusTrust 12.271 Charity; UK 0.18

After the influencer score analysis and the network relationship measurement, tweet text analysis
was employed. We adopted STM on the entire tweet text dataset.

When performing STM, several steps need to be addressed before reaching the final evaluation,
including the identification of the proper number of topics (k) that better represents the number of
themes in the text corpus. Different approaches exist; no one is more correct than the others. In our
analysis, we based the optimal number of latent topic on “Griffiths” [41] and “CaoJuan” [42], which are
metric scores implemented in the ldatuning package [43] that use the log-likelihood method via Gibbs
sampling. Griffiths metrics maximize likelihood, while CaoJuan metrics minimize divergence between
topics. As a result, the optimal number of topics (k) for our dataset was 12 topics. In the Appendix A,
Figure A3, the optimal number of topic plots is provided.

Another step in the STM that needs to be addressed before reaching the final evaluation is
the choice of the model that best estimates the possible outcome. There are different initialization
parameters that need to be evaluated, discarding models with low likelihood values [40]. Even in
this case, there is no ground truth approach. However, assessing the quality of the models by
considering the trade-off between semantic coherence [44] and exclusivity [39] for each topic within the
model is one of the most suitable approaches. The semantic coherence metric is related to pointwise
mutual information that measures the most probable words in a specific topic that occur together.
The exclusivity measure includes information on word frequency employed in the FREX metric [45].
These measures provide the distinctness of the topics, making possible a comparison of the highest
scores, ensuring the quality of the model selected. Plots and results of the selected model are provided
in the Appendix A Figures A4 and A5.

The results of the topic model are shown in Figure 3. Specific words were linked to specific
topics accordingly with their (beta) β probabilities of belonging to the topic. Topic labels were not
automatically generated. Label selection was the moment when researchers analyzed the results after
the parameter setting to check what emerged from the model’s execution, and to decide whether the
emerged allocation was coherent, or if more model executions were needed. In our case, for each topic
a specific label was identified using the authors’ judgment obtained through an open discussion until a
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consensus was reached. Indeed, topics were interpreted and labelled on the basis of the probability of
each word belonging to each specific topic.Int. J. Environ. Res. Public Health 2020, 17, x 7 of 18 
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In doing so, we also checked the most representative tweets related to the topics, to better
understand the meaning of the topics by inspecting highly correlated tweet texts. A sample of the
topics and the associated tweets are reported in Table 2.

Table 2. Most representative tweet texts and topic label selection.

Learning and sharing (topic 1):
“To anyone with Lupus, it does get better. With time you learn your triggers, you learn to pace yourself and

most importantly you learn to listen to your own body.”; “Help us spread awareness for #lupus on
#WorldLupusDay!” “Learn more about #lupus brain fog and get tips for coping with it in our article at.”

Information and advice (topic 2):
“Do eat a healthy, balanced diet try to stay active when you’re having a flare-up try walking or swimming get
lots of rest try relaxation techniques to manage stress”; “stress can make symptoms worse.” “For information

about available support, please take a look at our article here.”

Feeling loneliness (topic 3):
“Invisible. For everyone with a disability or an illness that can’t be seen. YOU are not alone, WE are not alone.

Today is #WorldLupusDay and we are especially thinking of everyone in the world who has #Lupus
#invisibleillness #chronicpain #health #mentalhealth.”

“In conjunction of special day for this invisible illness I would like to encourage everybody to appreciate your
health and for all Lupus fighter in the world.”
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Table 2. Cont.

Spread awareness (topic 4):
“MAY 10 is WORLD LUPUS DAY! Spread Lupus Awareness share the Lupus In Color Butterfly Woman.

Spread Lupus Awareness Today!”; “Today is World Lupus Day! Show me your purple!
#LupusAwarenessMonth,”; “I chose purple, and you?”

Social support (topic 5):
“Today around the world #Lupus advocates, patients, and amp; supporters are working hard to spread

#LupusAwareness. For #WorldLupusDay we’ll highlight our #LupusChat community members, advocates,
caregivers, doctors, and friends who work tirelessly daily to educate others about Lupus.”

“Just because something doesn’t directly affect you doesn’t make it irrelevant. Sending out strength and
encouragement to everyone battling lupus, extra love to my queen.”

Advocating (topic 6):
“Government would prefer narcotics or sleep medication, which isn’t natural and addictive but that’s ok they

get their money from the big old pharma companies #kickbacks #opioidcrisis but they’re getting paid
right?!?”; “#WorldLupusDay; Sen Resolution presented ( . . . ) We encourage ALL our legislators to join

them.”; “If you think #PreExistingConditions protections aren’t important, remember someone you love
could have an accident, that will change how you think about this.”

Patient stories (topic 7):
“My scars are my war wounds, my proof that I survived. They show me that I am...”

“Lupus is a long-term condition causing inflammation to the joints, skin and other organs. There’s no cure,
but symptoms can improve if treatment starts early. Read about the symptoms here . . . ”

Disease description (topic 8):
“#Lupus is a severe + life-changing autoimmune disease that can affect any organ in the body. Yet it is also an
illness where “but you don’t look sick” is truly apt as the pain, suffering + heavy duty meds aren’t always

visible.”; “Symptoms can flare up and settle down, often the disease flares up (relapses) and symptoms
become worse for a few weeks, sometimes longer.”

“How lupus is diagnosed? As lupus symptoms can be similar to lots of other conditions, it can take some
time to diagnose.”

Involvement (topic 9):
“Learn more about the disease and how you can get involved with the charity at”; “Let’s Join Together to

Fight Lupus! #WorldLupusDay”; “Did you know that over 1:1000 Canadian men, women and children are
living with lupus? Let’s join together in the fight against #lupus!”

Encouraging (topic 10):
“Keep fighting and know we are fighting with YOU!”; “to all the Lupus Warriors still fighting every day.

You’re amazing and you’re strong. Keep the faith.”; “To all those living with Lupus around the world,
keep fighting and may your efforts to awareness be successful.”

Body symptoms (topic 11):
“As well as the 3 main symptoms, you might also have: weight loss, swollen glands, sensitivity to light

(causing rashes on uncovered skin), poor circulation in fingers and toes (Raynaud’s)”; “#Lupus is a long-term
autoimmune disease in which the body’s immune system becomes hyperactive and attacks normal, healthy

tissue.”; “The immune system protects the body against infections and diseases. However, in Lupus,
the immune system starts attacking the body’s healthy tissue, leading to organ damage and

chronic inflammation.”

Communities effect (topic 12):
“lupus affects approx. 5 million people globally yet there is still a lack of awareness amongst general public

and healthcare professionals? On #WorldLupusDay join us in encouraging greater understanding of this
condition.”; “Today is #WorldLupusDay. Lupus is a global health problem that affects people of all

nationalities, races, ethnicities, genders and ages! There are about 200,000 cases diagnosed in Kenya.”;
“Lupus is a global health problem that affects people of all nationalities, races, ethnicities, genders and ages.”

From the topic model results, clearly latent themes behind the tweet texts discussion emerged,
underlining a hidden structure that aimed to share something more than just awareness messages
or informative content. Some topics that emerged appeared to be similar yet still covered different
issues and tackled different narratives, which attracted the attention of different users. To capture the
effects that different topics may have on different types of users, we employed a measurement of the
covariate impact. As previously mentioned, the main difference between the LDA and STM is the
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possibility of incorporating metadata and estimating the relationship between the selected covariates
and the topics [40].

Figures 4 and 5 show the estimated proportion of topics more likely to be used and discussed
according to the value of influencer score and network influencer score in the contents of their tweets.
Topics whose estimates lie on the right side (corresponding to positive values of the x-axis) were more
likely to be discussed/used by influencer, and conversely for the left side.Int. J. Environ. Res. Public Health 2020, 17, x 9 of 18 
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Such an approach made it possible to evaluate the uncertainty surrounding the coefficient,
performing a regression where the topic-proportions were the outcome variable, based on the
covariance matrix. The results allowed the estimation of topic proportion as a function of covariate
data, which further produces confidence intervals around the estimated topic [39].

Interestingly, the results of the estimated topic prevalence showed that some topics and their
prevalence were different between the two types of influencer. In particular, topic number 6,
the advocacy theme, was largely associated with the network influencer tweet content. We assumed
that this kind of topic and the related discussion attracted an enormous amount of attention from a
specific type of user related to network influencers. In other words, it was more probable that the
topic was related with advocates’ content, i.e., in favor of new policy law, health policy attention, or in
support of specific collective actions. This can attract specific attention and spread the narrative under
discussion faster and more deeply in specific communities.

Topics 8 (disease description) and 9 (involvement) received less attention from the general public
and were more likely to occur in the influencers’ network communities, which may be more attracted
to news or information about possible new treatments or sustaining program involvement.

Instead, topic 11 (body symptoms description) was more likely to receive attention from general
influencers. Thus, the public was more interested in understanding the illness and its manifestations.

The STM also allowed an exploration of the correlations between topics to evaluate topics more
likely to be discussed in the same tweet. Figure 6 shows pairwise correlation coefficients between
identified topics. Positive correlations (in blue) indicate that both topics were more likely to be
discussed in a tweet, and vice versa for the negative correlation coefficient (in red). A positive
correlation appeared between topics 1 and topic 8, addressing discussions about the disease description
and the way in which it was possible to learn and share information on SLE.
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A fairly negative correlation appeared between topics 3 and topic 7, which referred to patient
stories and loneliness. It is our opinion that these two topics were less likely to be discussed in a tweet
together because patient stories tended to describe the illness’ physical symptoms, while tweets about
loneliness were more a consequence of the disease and tended to be oriented as messages in order to
feel less alone. However, as previously mentioned, there was no positive or negative correlation in our
results, so we did not have enough information to make more assumptions. Further research could
explore more deeply how topics are related and discussed with each other and evolve over time.
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4. Discussion

Twitter enables millions of users to share information worldwide in real time. This phenomenon
allows policymakers, healthcare stakeholders, and other people to influence and be influenced by
opinions and discussions that flow across online social communities, making it possible to share
valuable information and practices more quickly and easily than ever before. Such a possibility has
become a rich source of value for information-gathering and practical dissemination, in particular for
complex and low-intensity diseases like Lupus [46].

Interactivity among online communities makes it possible to renovate not only the healthcare
organizations’ online approach but the manner in which people’s attitudes and intentions regarding
health behavior might be influenced [47]. However, valuable information is complex to detect and
depict, considering how vast and fast social media platforms work, too often spreading rumors or
misinformation [48].

For these reasons, investigating the dynamics played by online communities during specific
events like the World Lupus Day can offer a powerful tool to stakeholders for identifying and setting
up policy strategies for gathering valuable information and sharing good practices. This ability can
offer a concrete tool for decision-makers in dealing with information asymmetry [49], obtain valuable
new elements for the decision-making process, promote trust across the identified communities,
and promote health-seeking behavior [50].

In our study, we sought to analyze latent themes spread on Twitter during World Lupus Day and
detect online user communities’ behavior by measuring the users’ retweet network.

We measured and found two different types of influencers in our analysis, who behaved and
acted differently. There was one type of influencer who was more generally public-oriented, measured
on the ratio between the number of followers and the ability to amplify the content they posted, and a
second type of influencer, more based on the retweets and network attention count, as an endorsement
of their tweet content.

Network influencer users, mostly led by patient organizations, have many followers who tend to
have intense connections among themselves, and show more interest in specific topic discussions about
the role of social support and policy advocacy. General influencers show less network connection and
appear to attract more followers with content related to general disease advice.

Many topics discussed by the two types of influencer were in common. However, the attention posed
in some topics were different. This is well represented by the discussion order of topics 2 (Information
and advice), 5 (social support), and 6 (advocating), which are swapped in the likelihood order.

Another difference between the topics was posed by the fact that general influencers discussed body
symptoms (topic 11), whereas the network influencer discussed topics related to patient involvement
(topic 9) and diseases description (topic 8).

To the best of our knowledge, this study is the first to employ a combination of methods to explore
deeply latent topic discussions and online communities’ interactions regarding a low-prevalence
disease like Lupus. Unlike other kinds of diseases such as diabetes, HIV, or stroke, where the vast
population offers more opportunities for investigation, low-prevalence or rare diseases can benefit
greatly from the application of such methodologies to identify unmet needs or improve the network
of care and treatment for patient communities. Therefore, it is critical for public health institutions
to systematically explore how to effectively use interactive features on social media to attract public
attention and maintain communication with the public.

Further research should also evaluate a qualitative analysis of the selected topics, offering insights
that can help improve the judgement in understanding the topic relationships [51].

5. Limitations

For all its strengths, this study has limitations. We based our analysis on just one specific day
that may not describe all the dimensions and themes about Lupus Awareness Month. Data collection
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relied on a public Twitter API was able to detect 4434 tweets in English, which may have led to a loss
of some tweets.

In the dataset, most accounts were based in the UK or USA due to the language choice. Only a
tiny percentage of accounts reported the geographical location, making it impossible to properly
explore specific geographic characteristics at the country level. Therefore, future studies could take
into account and explore a longer period, consider other languages, and evaluate geographic and
ethnic effects that play a role in Lupus.

We used structural topic modeling to analyze tweet texts, while other methods may offer other
types of classification based on natural processing language or deep learning suitable for tweet texts [52].
However, despite these limitations, this study provides an extensive and detailed methodological
approach offering useful insights into social media platform dynamics regarding Lupus, which is still
little investigated.

6. Conclusions

Applying the combination of topic modeling and user network analysis, we were able to detect
two main types of user communities with specific types of concerns and topic discussions and define
different narratives employed by influencers.

The findings of this study provided a detailed example of the implications for healthcare
organizations when detecting, understanding, and defining topic discussions and communicative
functions available on Twitter. We thus provided an overview of the valuable opportunity to identify
appropriate user audiences and share what might be suitable content to engage and interact them,
going beyond word frequency, hashtag counts, and online community detection. The importance of
considering public health issues involves the complexity embedded in any kind of low-prevalence/rare
disease where the low number of patients makes it hard to obtain valuable information, increasing
public awareness, and impact on health behavior.

Future research should consider the geographical location and related characteristics of health
communication strategies to provide insights able to implement health information dissemination for
health practitioners and policymakers.

This type of research can fill the knowledge gap between clinical epistemological uncertainty and
patient experiential knowledge when dealing with lupus. We believe that the proposed approach may
have a significant role in public health, applying such research indicators and methodologies to aid
decision-makers in designing interventions and effective communication strategies.
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Appendix A

1. Topic Modeling

The heuristic of the probabilistic topic modeling can be seen in Figure A1.
LDA and other topic models are part of the larger field of probabilistic modeling [1]. Generative

probabilistic modeling consider data as arising from a generative process that includes hidden
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The joint distribution to compute the conditional distribution of the hidden variables is given to
the observed variables. This conditional distribution is also called the posterior distribution.

Structural topic modeling extends to the LDA framework. STM allows for correlations among
topics. Covariate data including document metadata influences topic prevalence within documents.
STM also uses (document-specific) covariate data to define distributions for word use within a topic [2].
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We employed the ldatuning package [3] using the log-likelihood method via Gibbs sampling.
Specifically, we used the “Griffiths” [4] and “CaoJuan” [5] metrics scores.
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3. Network Construction

We used a directed graph network G to represent social connections and information flows for
Twitter users. In G = (V, E), V denotes the set of nodes (Twitter users) and E denotes the set of edges
(social connections) in G. An edge eij ε E corresponds to a set of node pairs (vi,vj) that connects node vi
and vj in G. To define an edge in the network, we include the lists of users they retweeted. Retweet
networks consist of directed links indicating that one user has retransmitted a tweet from another user.



Int. J. Environ. Res. Public Health 2020, 17, 5440 15 of 18
Int. J. Environ. Res. Public Health 2020, 17, x 15 of 18 

 

 
Figure A5. Plots result pf the selected model semantic coherence and exclusivity for each 12 topics. 

3. Network Construction 

We used a directed graph network G to represent social connections and information flows for 
Twitter users. In G = (V, E), V denotes the set of nodes (Twitter users) and E denotes the set of edges 
(social connections) in G. An edge eij ϵ E corresponds to a set of node pairs (vi,vj) that connects node 
vi and vj in G. To define an edge in the network, we include the lists of users they retweeted. Retweet 
networks consist of directed links indicating that one user has retransmitted a tweet from another 
user. 

Eigenvector centrality (EC) is a method of computing the approximate importance of each node 
in a network [6]. The rationale behind this centrality measure is that a node is thought to be more 
important if it is directly connected to important nodes. This relationship to other highly connected 
nodes indicates a high level of influence. 

The modularity algorithm measures [7] the strength of division of a network into clusters or 
communities and was applied to detect the number of clusters (communities) in the retweets 
network. ܳ =  12݉  ܣ 2݆݉ܭ ݅ܭ − ൨,  (A1) (݆ܿ ݅ܿ)ߜ 

where Aij represents the weight of the edge between i and j, ki = ∑ Aij is the sum of the weights of the 
edges attached to vertex i, Ci is the community to which vertex i is assigned, the ߜ function ߜ (u, v) 
is 1 if u = v and 0 otherwise, and ݉ =  ଵଶ ∑ ܣ . 

4. Gephi Network Parameter Results 

Figure A5. Plots result pf the selected model semantic coherence and exclusivity for each 12 topics.

Eigenvector centrality (EC) is a method of computing the approximate importance of each node
in a network [6]. The rationale behind this centrality measure is that a node is thought to be more
important if it is directly connected to important nodes. This relationship to other highly connected
nodes indicates a high level of influence.

The modularity algorithm measures [7] the strength of division of a network into clusters or
communities and was applied to detect the number of clusters (communities) in the retweets network.

Q =
1

2m

∑
i, j

[
Ai j −

Ki Kj
2m

]
δ(ci c j) (A1)

where Aij represents the weight of the edge between i and j, ki =
∑

Aij is the sum of the weights of the
edges attached to vertex i, Ci is the community to which vertex i is assigned, the δ function δ (u, v) is 1
if u = v and 0 otherwise, and m = 1

2
∑
i j

Ai j.

4. Gephi Network Parameter Results
Int. J. Environ. Res. Public Health 2020, 17, x 16 of 18 

 

 
Figure A6. Community size distribution. 

 
Figure A7. Eigenvector distribution of retweet network data. 

References 

1. Weng, L.; Menczer, F.; Ahn, Y.-Y. Virality prediction and community structure in social networks. Sci. Rep. 
2013, 3, 2522. 

2. Vosoughi, S.; Roy, D.; Aral, S. The spread of true and false news online. Science 2018, 359, 1146–1151. 
3. Paul, M.J.; Dredze, M.; Broniatowski, D. Twitter Improves Influenza Forecasting. PLoS Curr. 2014, 6, 

doi:10.1371/CURRENTS.OUTBREAKS.90B9ED0F59BAE4CCAA683A39865D9117. 
4. Smolinski, M.S.; Crawley, A.W.; Baltrusaitis, K.; Chunara, R.; Olsen, J.M.; Wójcik, O.; Santillana, M.; 

Nguyen, A.; Brownstein, J.S. Flu Near You: Crowdsourced Symptom Reporting Spanning 2 Influenza 
Seasons. Am. J. Public Health 2015, 105, 2124–2130. 

5. Oliver, J.E.; Wood, T. Medical Conspiracy Theories and Health Behaviors in the United States. JAMA Intern. 
Med. 2014, 174, 817–818. 

6. Miah, S.J.; Hasan, N.; Hasan, R.; Gammack, J. Healthcare support for underserved communities using a 
mobile social media platform. Inf. Syst. 2017, 66, 1–12. 

7. Thomas, M.; Narayan, P. The Role of Participatory Communication in Tracking Unreported Reproductive 
Tract Issues in Marginalized Communities. Inf. Technol. Dev. 2016, 22, 117–133. 

Figure A6. Community size distribution.



Int. J. Environ. Res. Public Health 2020, 17, 5440 16 of 18

Int. J. Environ. Res. Public Health 2020, 17, x 16 of 18 

 

 
Figure A6. Community size distribution. 

 
Figure A7. Eigenvector distribution of retweet network data. 

References 

1. Weng, L.; Menczer, F.; Ahn, Y.-Y. Virality prediction and community structure in social networks. Sci. Rep. 
2013, 3, 2522. 

2. Vosoughi, S.; Roy, D.; Aral, S. The spread of true and false news online. Science 2018, 359, 1146–1151. 
3. Paul, M.J.; Dredze, M.; Broniatowski, D. Twitter Improves Influenza Forecasting. PLoS Curr. 2014, 6, 

doi:10.1371/CURRENTS.OUTBREAKS.90B9ED0F59BAE4CCAA683A39865D9117. 
4. Smolinski, M.S.; Crawley, A.W.; Baltrusaitis, K.; Chunara, R.; Olsen, J.M.; Wójcik, O.; Santillana, M.; 

Nguyen, A.; Brownstein, J.S. Flu Near You: Crowdsourced Symptom Reporting Spanning 2 Influenza 
Seasons. Am. J. Public Health 2015, 105, 2124–2130. 

5. Oliver, J.E.; Wood, T. Medical Conspiracy Theories and Health Behaviors in the United States. JAMA Intern. 
Med. 2014, 174, 817–818. 

6. Miah, S.J.; Hasan, N.; Hasan, R.; Gammack, J. Healthcare support for underserved communities using a 
mobile social media platform. Inf. Syst. 2017, 66, 1–12. 

7. Thomas, M.; Narayan, P. The Role of Participatory Communication in Tracking Unreported Reproductive 
Tract Issues in Marginalized Communities. Inf. Technol. Dev. 2016, 22, 117–133. 

Figure A7. Eigenvector distribution of retweet network data.

References

1. Weng, L.; Menczer, F.; Ahn, Y.-Y. Virality prediction and community structure in social networks. Sci. Rep.
2013, 3, 2522. [CrossRef] [PubMed]

2. Vosoughi, S.; Roy, D.; Aral, S. The spread of true and false news online. Science 2018, 359, 1146–1151.
[CrossRef]

3. Paul, M.J.; Dredze, M.; Broniatowski, D. Twitter Improves Influenza Forecasting. PLoS Curr. 2014, 6.
[CrossRef] [PubMed]

4. Smolinski, M.S.; Crawley, A.W.; Baltrusaitis, K.; Chunara, R.; Olsen, J.M.; Wójcik, O.; Santillana, M.;
Nguyen, A.; Brownstein, J.S. Flu Near You: Crowdsourced Symptom Reporting Spanning 2 Influenza
Seasons. Am. J. Public Health 2015, 105, 2124–2130. [CrossRef] [PubMed]

5. Oliver, J.E.; Wood, T. Medical Conspiracy Theories and Health Behaviors in the United States.
JAMA Intern. Med. 2014, 174, 817–818. [CrossRef]

6. Miah, S.J.; Hasan, N.; Hasan, R.; Gammack, J. Healthcare support for underserved communities using a
mobile social media platform. Inf. Syst. 2017, 66, 1–12. [CrossRef]

7. Thomas, M.; Narayan, P. The Role of Participatory Communication in Tracking Unreported Reproductive
Tract Issues in Marginalized Communities. Inf. Technol. Dev. 2016, 22, 117–133. [CrossRef]

8. Young, S.D.; Rivers, C.; Lewis, B. Methods of using real-time social media technologies for detection and
remote monitoring of HIV outcomes. Prev. Med. (Baltim) 2014, 63, 112–115. [CrossRef]

9. Golder, V.; Morand, E.F.; Hoi, A.Y. Quality of Care for Systemic Lupus Erythematosus: Mind the Knowledge
Gap. J. Rheumatol. 2017, 44, 271–278. [CrossRef] [PubMed]

10. Stockl, A. Complex syndromes, ambivalent diagnosis, and existential uncertainty: The case of Systemic
Lupus Erythematosus (SLE). Soc. Sci. Med. 2007, 65, 1549–1559. [CrossRef] [PubMed]

11. Gergianaki, I.; Bertsias, G. Systemic Lupus Erythematosus in Primary Care: An Update and Practical
Messages for the General Practitioner. Front. Med. 2018, 5, 161. [CrossRef] [PubMed]

12. Reuter, K.; Danve, A.; Deodhar, A. Harnessing the power of social media: How can it help in axial
spondyloarthritis research? Curr. Opin. Rheumatol. 2019, 31, 321–328. [CrossRef]

13. Crowe, A.L.; McKnight, A.J.; McAneney, H. Communication Needs for Individuals with Rare Diseases
Within and Around the Healthcare System of Northern Ireland. Front. Public Health 2019, 7, 236. [CrossRef]
[PubMed]

14. Tenderich, A.; Tenderich, B.; Barton, T.; Richards, S.E. What Are PWDs (People With Diabetes) Doing Online?
A Netnographic Analysis. J. Diabetes Sci. Technol. 2019, 13, 187–197. [CrossRef] [PubMed]

http://dx.doi.org/10.1038/srep02522
http://www.ncbi.nlm.nih.gov/pubmed/23982106
http://dx.doi.org/10.1126/science.aap9559
http://dx.doi.org/10.1371/currents.outbreaks.90b9ed0f59bae4ccaa683a39865d9117
http://www.ncbi.nlm.nih.gov/pubmed/25642377
http://dx.doi.org/10.2105/AJPH.2015.302696
http://www.ncbi.nlm.nih.gov/pubmed/26270299
http://dx.doi.org/10.1001/jamainternmed.2014.190
http://dx.doi.org/10.1016/j.is.2017.01.001
http://dx.doi.org/10.1080/02681102.2014.886549
http://dx.doi.org/10.1016/j.ypmed.2014.01.024
http://dx.doi.org/10.3899/jrheum.160334
http://www.ncbi.nlm.nih.gov/pubmed/28089979
http://dx.doi.org/10.1016/j.socscimed.2007.05.016
http://www.ncbi.nlm.nih.gov/pubmed/17597274
http://dx.doi.org/10.3389/fmed.2018.00161
http://www.ncbi.nlm.nih.gov/pubmed/29896474
http://dx.doi.org/10.1097/BOR.0000000000000614
http://dx.doi.org/10.3389/fpubh.2019.00236
http://www.ncbi.nlm.nih.gov/pubmed/31497589
http://dx.doi.org/10.1177/1932296818813192
http://www.ncbi.nlm.nih.gov/pubmed/30477335


Int. J. Environ. Res. Public Health 2020, 17, 5440 17 of 18

15. Rathore, A.K.; Kar, A.K.; Ilavarasan, P.V. Social Media Analytics: Literature Review and Directions for Future
Research. Decis. Anal. 2017, 14, 229–249. [CrossRef]

16. Mao, J.J.; Chung, A.; Benton, A.; Hill, S.; Ungar, L.; Leonard, C.E.; Hennessy, S.; Holmes, J.H. Online
discussion of drug side effects and discontinuation among breast cancer survivors. Pharmacoepidemiol. Drug
Saf. 2013, 22, 256–262. [CrossRef] [PubMed]

17. Backa, K.E.; Holmberg, K.; Ek, S. Communicating diabetes and diets on Twitter—A semantic content analysis.
Int. J. Netw. Virtual. Organ. 2016, 16, 8–24. [CrossRef]

18. Xu, W.W.; Chiu, I.-H.; Chen, Y.; Mukherjee, T. Twitter hashtags for health: Applying network and content
analyses to understand the health knowledge sharing in a Twitter-based community of practice. Qual. Quant.
2015, 49, 1361–1380. [CrossRef]

19. Smith, K.T. Hospital Marketing and Communications Via Social Media. Serv. Mark. Q. 2017, 38, 187–201.
[CrossRef]

20. Smailhodzic, E.; Hooijsma, W.; Boonstra, A.; Langley, D.J. Social media use in healthcare: A systematic
review of effects on patients and on their relationship with healthcare professionals. BMC Health Serv. Res.
2016, 16, 442. [CrossRef]

21. Althubaiti, A. Information bias in health research: Definition, pitfalls, and adjustment methods. J. Multidiscip.
Healthc. 2016, 9, 211–217. [CrossRef] [PubMed]

22. Fan, W.; Gordon, M.D. The power of social media analytics. Commun. ACM 2014, 57, 74–81. [CrossRef]
23. Kearney, M.W. Packagrtweet: Collecting Twitter Data. R Package Version 0.6.9e ‘Rtweet’ Title Collecting

Twitter Data. 2019. Available online: https://cran.r-project.org/package=rtweet (accessed on 17 August 2019).
24. Lou, C.; Yuan, S. Influencer Marketing: How Message Value and Credibility Affect Consumer Trust of

Branded Content on Social Media. J. Interact. Advert. 2019, 19, 58–73. [CrossRef]
25. Abidin, C. Communicative intimacies: Influencers and Perceived Interconnectedness. Ada J. Gender New

Media Technol. 2015, 8, 1–16. [CrossRef]
26. Kefi, H.; Indra, S.; Abdessalem, T. Social media marketing analytics: A multicultural approach applied to

the beauty & cosmetics sector. In Proceedings of the Pacific Asia Conference on Information Systems PACIS,
Chiayi, Taiwan, 27 June–1 July 2016; Available online: https://www.semanticscholar.org/paper/Social-media-
marketing-analytics-%3A-a-multicultural-Kefi-Indra/98a22035e89e2d2573f1115d3e0b1dfc7ee82300 (accessed
on 17 December 2019).

27. Ananda, A.S.; Hernández-García, Á.; Lamberti, L. N-REL: A comprehensive framework of social media
marketing strategic actions for marketing organizations. J. Innov. Knowl. 2016, 1, 170–180. [CrossRef]

28. Jiménez-Castillo, D.; Sánchez-Fernández, R. The role of digital influencers in brand recommendation:
Examining their impact on engagement, expected value and purchase intention. Int. J. Inf. Manag. 2019, 49,
366–376. [CrossRef]

29. Arora, A.; Bansal, S.; Kandpal, C.; Aswani, R.; Dwivedi, Y. Measuring social media influencer index- insights
from facebook, Twitter and Instagram. J. Retail. Consum. Serv. 2019, 49, 86–101. [CrossRef]

30. Anger, I.; Kittl, C. Measuring influence on Twitter. In ACM International Conference Proceeding Series; ACM
Press: New York, NY, USA, 2011; p. 1.

31. Pavlopoulos, G.A.; Secrier, M.; Moschopoulos, C.N.; Soldatos, T.G.; Kossida, S.; Aerts, J.; Schneider, R.;
Bagos, P.G. Using graph theory to analyze biological networks. BioData Min. 2011, 4, 10. [CrossRef]

32. Blondel, V.D.; Guillaume, J.-L.; Lambiotte, R.; Lefebvre, E. Fast unfolding of communities in large networks.
J. Stat. Mech. Theory Exp. 2008, P10008. [CrossRef]

33. Jacomy, M.; Venturini, T.; Heymann, S.; Bastian, M. ForceAtlas2, a continuous graph layout algorithm for
handy network visualization designed for the Gephi software. PLoS ONE 2014, 9, e98679. [CrossRef]

34. Bonacich, P.; Lloyd, P. Eigenvector centrality and structural zeroes and ones: When is a neighbor not a
neighbor? Soc. Netw. 2015, 43, 86–90. [CrossRef]

35. Meera Gandhi, G. Identification of Potential Influencers in Facebook Using Network Graph Metrics.
2014. Available online: http://www.digitalxplore.org/up_proc/pdf/88-140479998117-21.pdf (accessed on
18 December 2019).

36. Leonard, M.; Graham, S.; Bonacum, D. The human factor: The critical importance of effective teamwork and
communication in providing safe care. Qual. Saf. Health Care 2004, 13, 361–362. [CrossRef]

37. Blei, D.M. Probabilistic topic models. Commun. ACM 2012, 55, 77–84. [CrossRef]
38. Blei, D.M.; Ng, A.Y.; Jordan, M.I. Latent Dirichlet allocation. J. Mach. Learn. Res. 2003, 3, 993–1022.

http://dx.doi.org/10.1287/deca.2017.0355
http://dx.doi.org/10.1002/pds.3365
http://www.ncbi.nlm.nih.gov/pubmed/23322591
http://dx.doi.org/10.1504/IJNVO.2016.075133
http://dx.doi.org/10.1007/s11135-014-0051-6
http://dx.doi.org/10.1080/15332969.2017.1363518
http://dx.doi.org/10.1186/s12913-016-1691-0
http://dx.doi.org/10.2147/JMDH.S104807
http://www.ncbi.nlm.nih.gov/pubmed/27217764
http://dx.doi.org/10.1145/2602574
https://cran.r-project.org/package=rtweet
http://dx.doi.org/10.1080/15252019.2018.1533501
http://dx.doi.org/10.7264/n3mw2ffg
https://www.semanticscholar.org/paper/Social-media-marketing-analytics-%3A-a-multicultural-Kefi-Indra/98a22035e89e2d2573f1115d3e0b1dfc7ee82300
https://www.semanticscholar.org/paper/Social-media-marketing-analytics-%3A-a-multicultural-Kefi-Indra/98a22035e89e2d2573f1115d3e0b1dfc7ee82300
http://dx.doi.org/10.1016/j.jik.2016.01.003
http://dx.doi.org/10.1016/j.ijinfomgt.2019.07.009
http://dx.doi.org/10.1016/j.jretconser.2019.03.012
http://dx.doi.org/10.1186/1756-0381-4-10
http://dx.doi.org/10.1088/1742-5468/2008/10/P10008
http://dx.doi.org/10.1371/journal.pone.0098679
http://dx.doi.org/10.1016/j.socnet.2015.04.006
http://www.digitalxplore.org/up_proc/pdf/88-140479998117-21.pdf
http://dx.doi.org/10.1136/qshc.2004.010033
http://dx.doi.org/10.1145/2133806.2133826


Int. J. Environ. Res. Public Health 2020, 17, 5440 18 of 18

39. Roberts, M.E.; Stewart, B.M.; Tingley, D.; Lucas, C.; Leder-Luis, J.; Gadarian, S.K.; Albertson, B.; Rand, D.G.
Structural topic models for open-ended survey responses. Am. J. Pol. Sci. 2014, 58, 1064–1082. [CrossRef]

40. Roberts, M.E.; Stewart, B.M.; Tingley, D. Stm: An R package for structural topic models. J. Stat. Softw. 2019,
91. [CrossRef]

41. Griffiths, T.L.; Steyvers, M. Finding scientific topics. Proc. Natl. Acad. Sci. USA 2004, 101, 5228–5235. [CrossRef]
[PubMed]

42. Cao, J.; Xia, T.; Li, J.; Zhang, Y.; Tang, S. A density-based method for adaptive LDA model selection.
Neurocomputing 2009, 72, 1775–1781. [CrossRef]

43. Murzintcev, N. Package ‘Ldatuning’ Title Tuning of the Latent Dirichlet Allocation Models Parameters
Description Estimates the Best Fitting Number of Topics. 2019. Available online: https://cran.r-project.org/

web/packages/ldatuning/ldatuning.pdf (accessed on 21 December 2019).
44. Mimno, D.; Wallach, H.M.; Talley, E.; Leenders, M.; McCallum, A. Optimizing semantic coherence

in topic models. In Proceedings of the EMNLP 2011—Conference on Empirical Methods in Natural
Language Processing, Edinburgh, Scotland, UK, 27–31 July 2011; Association for Computational Linguistics:
Stroudsburg, PA, USA, 2011; pp. 262–272.

45. Airoldi, E.M.; Bischof, J.M. Improving and Evaluating Topic Models and Other Models of Text. J. Am. Stat.
Assoc. 2016, 111, 1381–1403. [CrossRef]

46. Wheeler, L.M.; Pakozdi, A.; Rajakariar, R.; Lewis, M.; Cove-Smith, A.; Pyne, D. 139 Moving with the Times:
Social Media Use Amongst Lupus Patients. Rheumatology 2018, 57, key075-363. [CrossRef]

47. Jiang, S. Functional interactivity in social media: An examination of Chinese health care organizations’
microblog profiles. Health Promot. Int. 2019, 34, 38–46. [CrossRef]

48. Wang, Y.; McKee, M.; Torbica, A.; Stuckler, D. Systematic Literature Review on the Spread of Health-related
Misinformation on Social Media. Soc. Sci. Med. 2019, 240, 112552. [CrossRef] [PubMed]

49. Haas-Wilson, D. Arrow and the Information Market Failure in Health Care: The Changing Content and
Sources of Health Care Information. J. Health Polit. Policy Law 2001, 26, 1031–1044. [CrossRef]

50. Fletcher-Brown, J.; Pereira, V.; Nyadzayo, M.W. Health marketing in an emerging market: The critical role of
signaling theory in breast cancer awareness. J. Bus. Res. 2018, 86, 416–434. [CrossRef]

51. Nikolenko, S.I.; Koltcov, S.; Koltsova, O. Topic modelling for qualitative studies. J. Inf. Sci. 2017, 43, 88–102.
[CrossRef]

52. Al Moubayed, N.; McGough, S.; Awwad Shiekh Hasan, B. Beyond the topics: How deep learning can
improve the discriminability of probabilistic topic modelling. PeerJ Comput. Sci. 2020, 6, e252. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1111/ajps.12103
http://dx.doi.org/10.18637/jss.v091.i02
http://dx.doi.org/10.1073/pnas.0307752101
http://www.ncbi.nlm.nih.gov/pubmed/14872004
http://dx.doi.org/10.1016/j.neucom.2008.06.011
https://cran.r-project.org/web/packages/ldatuning/ldatuning.pdf
https://cran.r-project.org/web/packages/ldatuning/ldatuning.pdf
http://dx.doi.org/10.1080/01621459.2015.1051182
http://dx.doi.org/10.1093/rheumatology/key075.363
http://dx.doi.org/10.1093/heapro/dax056
http://dx.doi.org/10.1016/j.socscimed.2019.112552
http://www.ncbi.nlm.nih.gov/pubmed/31561111
http://dx.doi.org/10.1215/03616878-26-5-1031
http://dx.doi.org/10.1016/j.jbusres.2017.05.031
http://dx.doi.org/10.1177/0165551515617393
http://dx.doi.org/10.7717/peerj-cs.252
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Methods 
	Proposed Methodology 
	Data Cleaning and Pre-Processing 
	Network Analysis 
	Text Analysis and Topic Modeling 

	Results 
	Discussion 
	Limitations 
	Conclusions 
	
	References

